ABSTRACT
Data-driven interactive computation is widely used for business analytics, search-based decision-making, and log mining. These applications’ short duration and bursty nature makes them a natural fit for serverless computing. Data processing serverless applications are composed of many small tasks. Application tasks that use remote storage encounter bottlenecks in the form of high latency, performance variability, and throttling. Caching has been used to mitigate this bottleneck for intermediate data. However, the use of caching for input data, albeit widely used in industry, has yet to be studied. We present the first performance study of scaling, a key feature of serverless computing, on serverless clusters with input data caches. We compare 8 task placement algorithms and quantify their impact on task slowdown and resource usage before and after scaling. We quantify the consequences of using work stealing. We quantify the performance impact of scaling in the buffer period immediately after scaling. We find up to a 420% increase in task slowdown after scaling without work stealing and a 22% slowdown with work stealing. We also find that cache misses after scaling can lead to an additional 21% resource usage.
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1 INTRODUCTION
Business analytics, search-based decision-making, and other data-driven workloads with near-interactive deadlines require their computation to complete within short time spans. The short duration and frequently changing quantity of resources required [39] form a natural fit for serverless computing, which allows users to lease only the necessary resources for a short time [2, 13, 17]. Both academia (e.g., Lambda [26], Starling [30]) and industry (e.g., Snowflake [39], Databricks [4]) have recognized this synergy and have proposed systems to leverage it. However, storage has emerged as a bottleneck [9, 34] for such systems. Caches have been used to mitigate this bottleneck for intermediate data generated by applications during their execution and then used only once [21, 31]. In contrast, caching input data that gets reused multiple times, albeit much used in industrial serverless systems such as Snowflake [39], Databricks [1] and others [3, 5, 40] has yet to be studied. Input caching serverless systems often use hash-based placement algorithms such as consistent hashing [19] to decide data location and application execution location. In this work, we characterize the performance of input caching serverless clusters using hash-based placement algorithms using trace-driven simulation.

Interactive data processing workloads are composed of jobs. Jobs in these interactive workloads are short with a median runtime of 1 second and a 90th-percentile runtime of 7 seconds (from the dataset used in [39]. Supported by [22, 32]), The jobs are composed of tasks which run for 100s milliseconds. Tasks reading from remote storage such as AWS S3, common in data processing workloads, experience a storage bottleneck in the form of an additional 13 ms latency, with a 99th-percentile latency of over 1,200 ms [9]. The 99th-percentile latency is over ten times the duration of the average task and is longer than the duration of the median job. The read bandwidth is also highly variable [9, 31, 34] and reads are even throttled.

Interactive data processing applications often reuse data. The reuse can be due to the user exploring the data using different queries, or due to different users accessing the same data. Cloud storage access pattern analysis reveals that data reuse is common [14]. To take advantage of this data reuse, and remedy the storage bottleneck of remote cloud storage, serverless data processing platforms such as Snowflake [39], Databricks [1] and others [3, 5, 40], use a
local cache on each node. While remedying the storage bottleneck, the cache-enabled nodes raise a scheduling challenge. Objects accessed by tasks need node assignments, and tasks which access an object need the same node assignments repeatedly for caching to be effective. It is common for clusters which use cache-enabled nodes to use a hash-based placement policy such as ring-based consistent hashing [5, 39] and rendezvous hashing [3]. The placement policy hashes the object identifier and always redirects a task reading a certain data object to the same node.

The workload intensity in data processing clusters can change by an order of magnitude over a short period of time [39]. The number of nodes in the cluster are increased or decreased to match workload intensity using an autoscaler. When the number of nodes in the cluster changes, the data to node mapping changes, and tasks are directed to different nodes. Cluster scaling, changing the number of nodes, is a common operation in serverless clusters. While many hash-based placement algorithms were evaluated for object load balancing performance [7, 10, 11, 25, 28], none consider the impact on data processing task performance. We are the first to quantify the performance slowdown experienced by tasks scheduled onto a cluster using hash-based scheduling as cluster size changes.

A common problem when using hash-based task placement is an imbalance in task load allocated to nodes. Work stealing is a popular technique to help with this problem. Work stealing reallocates tasks from busy nodes to free nodes. The typical trade-off with work stealing is that it reduces response times but increases cache misses. We evaluate the impact of work stealing on task performance.

The key contributions of this work are:

1. We design and implement a trace-based cache-enabled serverless system simulator in the OpenDC [23] datacenter simulator to evaluate the performance of hash-based task placement algorithms. The simulator allows us to assess the performance of tens of traces on hundreds of scenarios. We describe the system model we implement in Section 2, and the experimental setup we implement in Section 3.

2. We evaluate the performance of cache-enabled serverless clusters when using 6 hash-based task placement algorithms in Section 4. We evaluate the performance before and after scaling events, as scaling is common in serverless clusters. We quantify the impact of combining work stealing with hash-based task placement algorithms. We quantify both the performance gain and the decrease in hit rate.

3. We quantify the additional resource usage incurred by serverless clusters after scaling due to cache misses caused by data movement in Section 5. The quantification allows practitioners to design better autoscalers taking the additional resource consumption after scaling into account.

4. We analyze the time immediately after a scaling event, and compare it to the slowdown during the rest of the time after the scaling event in Section 6. The comparison allows us to identify if there is any unique behavior that occurs immediately after scaling that increases task slowdown.

We evaluate the impact of work stealing on task performance. We are the first to quantify the additional resource usage incurred by serverless clusters after scaling due to cache misses caused by data movement. The quantification allows practitioners to design better autoscalers taking the additional resource consumption after scaling into account.

We analyze the time immediately after a scaling event, and compare it to the slowdown during the rest of the time after the scaling event. The comparison allows us to identify if there is any unique behavior that occurs immediately after scaling that increases task slowdown.

Figure 1: A server data processing cluster with per-node cache, scaling from 2 to 3 nodes. The logical location of some data objects is moved during scaling. Tasks which access the moved objects have to read it from remote storage leading to a cache ($) miss.

2 SERVERLESS DATA PROCESSING CLUSTER SYSTEM MODEL

In this section, we first describe the data processing cluster system model, and the technical terms we will use throughout the rest of the paper.

2.1 System Model

Figure 1 depicts the system model of a serverless data processing cluster. Data processing applications are structured as workflows of tasks (1 in Figure 1). The scheduler 2 schedules the tasks to run on a cluster of nodes (3 servers). The tasks read data objects (4) they process from remote storage (5) (e.g.: AWS S3, IBM COS, etc.). Remote storage has concurrency limits leading to throttling and high tail latency, which increase application runtime. Many serverless data processing platforms use a local cache (6) on each node in the cluster to avoid the increased runtime. The scheduler uses a hash-based placement algorithm to direct all tasks which require a particular object to the same node. The object identifier of the object the task needs to access is hashed and used by the scheduler to direct tasks. A key feature of serverless clusters is that the number of nodes in the cluster scales 7, increases or decreases, according to the workload intensity.

Scaling, up and down, causes the placement algorithm to change the object to node mappings so that the number of objects mapped to each node is balanced. When the mapping changes, the objects are not actually moved, it is only a logical move (Node 1 to Node 3 in Figure 1). Only the object to node mapping is updated. When subsequent tasks (8) access the moved object, they are directed to the newly mapped node (9) by the scheduler. This new node will not have the object in its local cache (9). The object will be read from remote storage by the task.

A key characteristic of the system model that influences the results of our experiments is latency to remote storage. We assume a simple network topology where all nodes in the cluster are part of the same network with full bidirectional bandwidth between each other. The cluster is connected to a remote storage service with worse latency than the latency between the cluster
nodes [9, 34]. Specifically, for our experiments, we use the latency figures from the Pixels paper [9]. A more complex cluster topology with multiple storage and network tiers would result in more complete performance characterization. But, we limit the scope of our work to comparing hash-based algorithms. This means our results are only applicable to a two-level network topology with the network characteristics similar to ones we use. We believe the network characteristics we use representative of the remote storage access latency at this time. However, network characteristics can change over time and invalidate our results. We release our simulation and analysis tools as open source software so that our experiments can be repeated with a simple change in network parameters as systems evolve and their latency characteristics change.

2.2 Terms and Metrics to Understand Serverless Data Processing Clusters

We now describe the terms and metrics we use to understand the performance of a data processing workload on a serverless cluster.

Scaling up is increasing the number of nodes in the cluster to deal with an increase in workload intensity. The increased workload intensity can be due to a higher number of tasks per second, increased average task duration, increased storage latency, increased average task resource requirements, or other reasons. Scaling down is decreasing the number of nodes in the cluster to deal with a decrease in workload intensity. The reasons for the decrease are the same as the reasons for the increase, except in the opposite direction.

All the nodes in a cluster do not process an equal portion of the workload. Making sure that each node processes an equal portion of the workload (load balancing) is an NP-hard problem, even with perfect information. The imperfect object distribution due to hash-based object placement and the load unawareness of the placement algorithms only adds to the difficulty.

Imbalance is the difference between the portion of the workload processed by a node compared to the average workload processed by the cluster. We quantify peak imbalance during a specific time period, such as a minute, five minutes, or the whole workload duration. We quantify imbalance during a period using the ratio of the maximum active workload allocated to any node in the cluster and the mean workload of all nodes in the cluster during that time period.

Tasks scheduled onto a node can experience a cache miss if the object they need to read is not in the local cache of the assigned node. We consider three categories of cache misses in this work. Compulsory cache miss is the absence of the object from the cache because it is the very first time it is accessed. Capacity cache miss is the absence of the object that was present earlier in the cache, but was evicted to make space for other objects. Scaling cache miss is the absence of the object from the cache because the object was remarppled to a new node due to scaling and does not exist yet in the cache of the new node.

We quantify the performance of a task using the slowdown metric. We define slowdown as the ratio of the actual makespan of a task to the ideal makespan in the input trace. The actual makespan includes the wait time for the task before an empty slot becomes available for it to execute, the duration supplied in the trace (ideal makespan), and additional time to read an object from remote storage if it is a cache miss. A lower value of slowdown is better. It means that the task was completed close to its ideal duration.

Hash-based task placement algorithms, combined with a cache, reduce the number of reads from tasks to remote storage. But, they also constrain the nodes a task can be scheduled to. In Section 4 we quantify the slowdown of tasks when using hash-based task placement and compare it to slowdown using greedy and random data oblivious task placement algorithms.

3 EXPERIMENTAL METHOD TO DETERMINE THE IMPACT OF SCALING ON CACHE-ENABLED SERVERLESS CLUSTERS

We use trace-based simulation to study the impact of cluster scaling on task slowdown and workload resource usage. Our experiment setup consists of a trace generator which derives simulable traces from publicly available traces, the simulator that generates the traces, and programs to analyze the output of the simulator. Our experimental process is depicted in Figure 2.

For the input traces, we combine (● in Figure 2) the sequence of object identifiers from the real-world IBM COS traces [14] with a real-world inspired distribution [9] of task durations and inter-arrival times. Controlling the task durations and interarrival-times enables us to control resource utilization in the cluster under simulation. A controlled resource utilization helped us run controlled experiments on scaling behavior which would be difficult with a fully realistic trace which has non-uniform resource usage.

The IBM COS traces [14] are the second largest publicly available set of storage traces at the time of writing. The IBM COS dataset consists of 99 different traces. Only 31 of them had a length greater than 2.8 million reads which we required for our simulations. The trace generator takes the 31-longest IBM COS traces and the scenarios we want to simulate as the input and combines them with task durations sampled from a realistic distribution [22, 32, 39]. We sample the task duration from a Pareto distribution with shape factor 1.44, with a median task duration of 100 milliseconds. We issue either 120 or 240 tasks per second, depending on the workload intensity we target. The simulated time duration of the trace is around 2.5 hours. We generate simulable traces for three scenarios: doubling workload intensity, halving the workload intensity, and constant workload intensity. Of the 31, we use 29 traces for...
our simulations. The two excluded traces lead to suspicious results like median slowdown in the thousands. We plan to analyze them further in the future.

We use a distributed simulation runner to run many scenarios concurrently across a cluster. The runner takes the list of scenarios along with input file locations as the input, runs the distributed cache simulator, and produces the output files at the specified locations.

We implement our cache-enabled serverless cluster simulator, which simulates the system model in Section 2, using the OpenDC open-source datacenter simulator. The simulator takes the simulable trace and the experiment parameters as the input. The experiment parameters include the object placement algorithm, the autoscaler, the manual scaler, the workstealer, and their respective options. We use six hash-based data-aware task placement algorithms: Ring, Rendezvous, Maglev, Multiprobe, Dx, and Anchor. The hash-based algorithms assign a task to a node in the cluster based on the hash of the object name the task will read. We also use two data-oblivious algorithms: Greedy and Random to have a point of comparison. The greedy algorithm assigns a task to the cluster’s least loaded node. The manual scaler triggers a scaling event of a user-defined magnitude at a user-defined time. The manual scaler enabled us to run our controlled experiment. The workstealer allows for a free node to run a task from another node with the longest wait queue. Work stealing is successful at multi-core scheduling and at least one serverless data processing platform uses it.

The simulator uses a pre-warming mechanism to populate the caches before the actual simulation. For the pre-warming, we run half the simulable workload to populate the caches before starting the simulation that we use for our analysis. We use infinite-sized caches for the node-local caches in the simulator. The large cache size is representative of the extremely large (100 GBs or even TBs) caches available to data processing serverless clusters. We observe that our results are not sensitive to cache size. The performance difference between an infinite-sized cache and a cache of 1000 objects was node was only 5% at the median and 3.5% at the 99th percentile. Using an infinite-sized cache means no capacity cache misses occur.

The lack of capacity cache misses means all the performance impact we observed can be solely attributed to scaling cache misses. This aligns with the paper’s goal to characterize the performance impact of scaling. Running the simulations with a limited cache and classifying cache misses in post processing would complicate the setup. It would require deeply instrument the simulator such that the cache eviction component is aware of the scaling component. That would strongly couple all components and limit extensibility. We could also classify cache misses in analysis, but that would require duplicating the eviction mechanism outside the simulator and re-running the whole eviction process on the trace during analysis. The duplication is error prone and double the compute time required by the simulation and analysis process.

We maintain the same resource utilization before and after the autoscaling events (80%). We use two techniques for this. First, we control the ideal resource use of the input workload by adjusting the number of tasks (workload intensity) per second. We go from 240 tasks per second to 120 if we need to half the workload for an experiment. But, we still have unpredictable resource utilization due to the reads from remote storage due to compulsory and scaling cache misses. To calibrate the post-scaling resource utilization, we first simulate without calibration. For example, 11 nodes before scaling and 22 after scaling. Then, we measure the number of misses and storage delays incurred after scaling and adjust the number of nodes to maintain the desired utilization with the new workload. For example, increase the nodes from 22 to 24 to account for the additional resource usage and maintain the same resource utilization. We analyze the additional resource required by a workload after scaling in Section 5.

Apart from resource usage, the primary metric we measure during our analysis is the slowdown. We analyze the p50 and p99 slowdown for different traces across all scenarios. We compare the slowdown before and after a cluster scaling for both an increase and a decrease in cluster size. We analyze the slowdown results in Section 4.

4 SLOWDOWN DUE TO HASH-BASED TASK PLACEMENT

We analyze the performance of hash-based task placement algorithms using the slowdown metric with the following main observations:

**O-1**: Hash-based task placement algorithms than the data-oblivious load-based greedy algorithm, when we do not use workstealing.

**O-2**: The median slowdowns caused by different hash-based task placement algorithms do not differ. The maximum varies only by about 2x for p99 tasks. The little variation might be the reason why simple ring based consistent hashing is widely used in commercial systems despite the existence of more modern algorithms.

**O-3**: The median p50 and p99 task slowdown increases after scaling when using hash-based algorithms. The distribution of the p99 slowdown is wider, and the extremes are higher after scaling.

**O-4**: Hash-based placement algorithms perform significantly better than the data-oblivious greedy algorithm when both are combined with work stealing.

**O-5**: Work stealing decreases the median slowdown of tasks over 100× at the cost of 49% decrease in cache hit rate for p99 tasks.

We derive our observations from Figure 3, which depicts p50 and p99 task slowdowns. The slowdowns are depicted before and after an increase in cluster size due to an increase in workload intensity. The new cluster size can vary based on resource usage, which we analyze in Section 5. In most cases, the cluster size at least doubles. The horizontal axis represents the task placement algorithm. The vertical axis represents the median or 99th percentile slowdown. For each placement algorithm, the distribution on the left depicts the slowdowns of the 29 traces before the cluster scales up. The distribution on the right depicts the distribution after the cluster scales up. Figures 3a and 3b depict the slowdown when not using work stealing along with the task placement algorithm. Figures 3c and 3d depict the slowdown when using work stealing.
We compare the slowdown experienced by tasks when using hash-based placement algorithms to data oblivious placement algorithms. We observe, in Figure 3a, only a 15% increase in p50 slowdown for hash-based algorithms compared to the data-oblivious load-aware greedy policy. But, we notice an overwhelming 43× increase in the median of p99 slowdowns (O-1). The median comparison even excludes the massive outliers which the greedy policy does not have. We find that the performance of hash-based algorithms is in-line with the performance of the random task placement algorithm.

Among hash-based placement algorithms, we do not find any significant performance difference as measured by the slowdown metric (O-2). This lack of significant difference might explain the popularity of simple ring based consistent hashing in production software systems [12, 39]. Newer algorithms such as Maglev [11] provide more efficient hash computations and slightly better load balancing properties. We notice this in the slightly better p50 slowdown distribution for Maglev compared to the simple ring hash. We conjecture that users find that the minor increase in performance is not worth the increased complexity. This might explain the low popularity of an algorithm like Maglev (O-2).

We observe in Figure 3a that the median of p50 slowdowns increases from 2.4 to 4 (40%) (O-3). This increase after scaling does not occur with data oblivious task placement algorithms. We investigate further and find that the large increase is caused by an increase in cluster imbalance due to hash-based placement and the consequent long wait times. Operators of autoscaling clusters with hash-based task placement algorithms should be aware that scaling up their cluster can lead to a significant increase in slowdown and task response times in some cases.

We observe in Figure 3b that the median of p99 slowdowns increases significantly from 173.9 to 912.2 (420%) (O-3). This is much higher than the p50 case where the change was only 40%. We also observe a similar increase in the case of halving cluster size.

Existing work only demonstrates that a decrease in cluster size causes a slight imbalance in object allocation [7, 10, 11, 25, 28, 35]. But, existing work does not study the impact of this object allocation imbalance on the slowdown of tasks using the objects. We demonstrate that for most traces we studied, the p50 slowdown increases slightly and the p99 slowdown increases significantly with changing cluster size. But, the max slowdown increases greatly for some traces.

**Key takeaway:** The task slowdown, due to load imbalance, can be more than 10× the object imbalance for some traces. For these traces, both the p50 and p99 slowdown increase greatly (420%) after scaling. This increase is much more than what can be linearly extrapolated from an object imbalance of 6.6% to 42% for O(100k) objects in recent work [25]. We posit that the hash-based placement policies not being load-aware exacerbates the imbalance. An imbalance of a popular object increases the task imbalance disproportionately compared to the object imbalance.

**Attracting Slowdown to Imbalance or Storage Delay**

The slowdown metric is the ratio of actual task execution time to ideal execution time. Two sources of delay lead to a longer task execution time. One is the time a task waits to be scheduled, and the other is the time a task spends waiting for the remote storage to respond. The time a task spends waiting in a not fully saturated system, like ours, is due to the load imbalance between nodes in the system. We compare the wait time to the storage delay to attribute task slowdown to either imbalance or remote storage.
Workstealing is a popular technique to reduce resource waste in the cluster. The key idea behind workstealing is that free nodes steal tasks from heavily utilized nodes, thereby reducing the imbalance. Workstealing also reduces p99 slowdown caused by imbalance as tasks that are waiting in the queues of busy nodes are picked up by free nodes. Workstealing has been used in serverless data analytics clusters [39], and has been demonstrated to be the best way to increase performance in multi-core clusters [24]. In this section, we analyze the performance of hash-based task placement algorithms when combined with workstealing.

**Impact of Workstealing**

Workstealing is a technique that enables us to make this trade-off. Work stealing decreases the median p50 slowdown from 3.9 to 2.4, a 60% improvement. Work stealing decreases the median hit rate for p50 tasks from 0.92 to 0.70, a 24% penalty. Work stealing decreases the median p99 slowdown over 100x. Work stealing decreases the hit rate of p99 tasks from 0.94 to 0.55, a 41% penalty (O-5). This much decreased hit rate could be a significant cause of the increased slowdown of p99 tasks while work stealing. Without work stealing, imbalance is the solely responsible for p99 task slowdowns.

**Key takeaway:** Hash-based task placement algorithms when combined with work stealing perform better than data oblivious greedy scheduling (O-4). This is a contrast to the clear success of
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Figure 6: Additional resource use after doubling the cluster size.

Figure 6b: Additional resource use after doubling, with work stealing.

5 INCREASED RESOURCE USE AFTER SCALING

A scaling event occurs when the workload being served by the cluster changes. If the workload doubles in intensity, then the number of resources in the cluster are be doubled to handle the workload. If the workload halves, then the number of resources are also halved. For the cache-enabled clusters we study, there is an additional resource cost due to the scaling cache misses that takes place when cluster size changes. The additional resource consumption is a combination of the miss rate and the latency distribution of the remote storage the objects are fetched from. We analyze this additional resource consumption with the following main observations:

O-6: The resource consumption increases by up to 21% for many traces after scaling. For a few traces, the resource consumption decreases by up to 5%. The median increase is 2.5%.

O-7: Work stealing brings down the maximum additional resources required from 21% to 10%.

We compute the additional resources, CPU-time in our case, consumed by the workload by first computing the expected resources consumed by the workload after it changes in magnitude. We then subtract the expected consumption from the actual consumption. For example, consider a workload which runs on 11 servers at 80% utilization. When the workload intensity doubles, we expect it to use 22 servers at 80% utilization. But, if it runs at 85% utilization, we add 2 more server make the configuration 24 servers at 80% utilization. The 2 additional servers required to equalize the utilization before and after scaling are additional resources.

We depict in Figure 6 the additional resources consumed by different traces, after doubling the workload intensity, as a function of the task placement algorithm used. Figure 6a depicts the additional resources used when not using work stealing. Figure 6b depicts the additional resources used when using work stealing. The violins and boxplots of the additional resource consumed per trace are depicted in the figures. Each point in the figure corresponds to a separate trace.

We observe in Figure 6a that a median of 2.5% additional resources are consumed at the median when using hash-based task placement policies. This is slightly lower than the 3% of the greedy policy. But, at the 75th percentile, 9% additional resource is consumed by hash-based policies. The additional resource consumption reaches 21% at the maximum end (O-6). We also observe that some traces experience lower resource consumption after scaling. The lower resource consumption is represented by all the values before 0. We observe similar results for the case of halving the workload intensity, and consequently the worker size.

We observe in Figure 6b that a median of 2.4% additional resources are consumed when using hash-based task placement policies with work stealing. The additional resource use by the greedy policy remains the same 3% when using or not using work stealing. The 75th percentile additional resource consumption drops from 8% to 5.5% due to work stealing. The maximum resource consumption also drops from 21% to 10% due to work stealing (O-7). We observe similar results for the case of halving the workload intensity, and consequently the worker size.

Key takeaway: Cache-enabled serverless cluster can consume more resource after scaling (up to 21% more) due to cache misses caused by data movement. Autoscalers should take this additional resource use into account when deciding how much to scale.

6 IMMEDIATE IMPACT OF SCALING

The number of nodes in a cluster changes during a scaling event. Due to this membership change, tasks can now be mapped to different nodes than they were mapped to before the scaling event. The mapping change causes additional cache misses and increased slowdown due as newly mapped tasks read data from remote storage. The cluster state stabilizes after all the data is moved to the newly mapped locations. In this section, we investigate if performance characteristics immediately after a scaling event, during the buffer period, are different compared to stable period.

We define the 1 minute period immediately after a scaling event as buffer period. We define the rest of the period from the end of the buffer period to the last time a task is submitted as the after period.
We only present results when using the ring task placement policy when not using work stealing, as depicted in Figure 7d. Surprisingly, the p50 slowdown for some traces is higher during the buffer period than the after period, for both cases with and without work stealing. We observe in Figure 7b that the p99 slowdown is higher during the after period than the buffer period, for both cases with and without work stealing. The key feature however are the extreme outliers in the buffer period. These findings imply that most traces do not see a significant performance drop during the buffer period, but some trace do experience a drop. When work stealing is enabled, we do not observe any performance difference between the buffer period and the after period.

We observe in Figure 7b that the p99 slowdown is higher during the after period than the buffer period, for both cases with and without work stealing. This is a contrast to the p50 slowdown case where the buffer period had higher slowdowns.

We investigate the reasons for the high p50 slowdown during the buffer period. We analyze the hit rate and the load imbalance across nodes during that period. But, we do not find a convincing explanation for the high p50 slowdown for some traces. We observe in Figure 7c that the buffer period has a lower hit rate than the after period, for both cases with and without work stealing. We also observe that the hit rate for the work stealing configurations is lower than their non-workstealing counterparts. The imbalance during the buffer period is higher than that during the after period, when not work stealing, as depicted in Figure 7d. Surprisingly, the imbalance for the configurations using work stealing is worse than configuration not using work stealing.

**Key takeaway:** Slowdown during the buffer period immediately after scaling is not much worse than the slowdown after the buffer period. We do however find some outlier traces which experience extreme slowdown during the buffer period.

### 7 FUTURE WORK

**Validating the simulator:** We use real-world object traces and real-world parameters for our task durations and remote storage network latency. But, the results we obtain are only indicative of real-world performance. Ideally, we would validate the simulator by running the experiments in a real world setup and comparing the results with the simulation results. Validation would allow readers to use our quantitative results in their results instead of just as indicators of performance trends. However, this paper required 990 simulations and validating them all would require 118,800 hours of CPU time. We are looking into validating the simulator on a subset of the experiments.

**Other data-aware architectures:** We specifically evaluate data-aware hash-based algorithms for task placement. But, other architectures based on metadata servers [27, 36], and hybrid hashing and metadata servers [29] exist. They also need to be comparatively evaluated for a full picture of data-aware scheduling for serverless computing.

**Dynamic workload traces:** We use a simple workload model with only one change in workload intensity per run. Experiments with dynamic traces which have many workload intensity variations per run can reveal more about the behavior of placement policies in a real-world setting.

**Evaluate multiple trace characteristics:** In this work, we only evaluate the impact of scheduling policies on different traces. But, we only consider one characteristic in the trace, the object identifier. We need to further evaluate the impact of other trace properties such as the object size, request size, and inter-arrival time.

### 8 RELATED WORK

**Hash-based object placement:** The imbalance in the number of objects allocated to different servers in a cluster has been empirically studied for all hash-based object placement policies we looked at. It was either studied in the original work which proposed the policy [7, 10, 11, 25, 28], or in subsequent work which uses the policy [37]. A recent work [35] studies the load imbalance in the number of objects per server after a cluster size change, common in autoscaling serverless applications.

CH-RLU [15] and PASch [8] use consistent hashing to schedule stateless function invocations. Both studies identify that using naive consistent hashing causes long queues due to load imbalance, and propose a load-aware consistent hash to mitigate the problem.

We are the first to systematically quantify the slowdown of, and additional resources used by, data-intensive serverless applications, before and after autoscaling, caused by hash-based object placement.
policies, and subsequent task scheduling based on those object locations.

**Serverless/Autoscaling storage workloads:** Industrial data processing software such as Snowflake [39], Databricks [4], Qubole [5], Quickwit [3], and Millvus [40] use input data caching. Snowflake uses consistent hashing with work stealing. Databricks uses greedy scheduling with bounded delay. Quickwit uses rendezvous hashing. Qubole uses consistent hashing.

Stateful serverless research prototypes Boki [16] and Jiffy [20] both use hashing to allocate keys to nodes in their key-value store implementations.

Caching has been used to mitigate the storage bottleneck for intermediate generated by serverless applications [21, 31]. Pixels [9] uses intelligent data placement to overcome the latency penalty of reading data from remote storage. Several works [26, 30, 34] propose mitigation strategies, complementary to caching, to overcome throttling and latency penalty of reading input data.

Cache-enabled serverless clusters make design decisions other than hash-based scheduling. We do not evaluate these designs in this work. An evaluation of such decisions would be valuable future work. Cloudburz [36] and OFC [27] use a central metadata server to perform cache-aware scheduling. We do not compare hash-based schedulers with schedulers using central metadata servers in this work. FaaSFT [33] prefetches the data required by individual executions. We do not evaluate prefetching in this work.

**Systematic exploration of scheduling policies:** Hermod [18] systematically explores the policy space of load balancing and consolidation strategies for stateless serverless functions. There has been recent work on systematic evaluation of load balancing policies for tasks in a single-server multi-core setup [24]. It demonstrates the success of work-stealing as a load balancing policy in a multi-core setup. There is also a reference architecture for datacenter scheduling [6]. All three aforementioned works do not consider object location or any storage during task placement. We are the first to systematically study the object of hash-based object placement on task placement, load balance, and slowdown.

9 CONCLUSION

Data-driven interactive computation is an important workload widely used for business analytics, search-based decision making, and log mining. These applications’ short duration and bursty nature are a natural fit for serverless computing. These applications are composed of many tasks that run for 100s of milliseconds. Application tasks which read data from remote storage such as AWS S3 experience a storage bottleneck in the form of an additional 13 ms latency, with a 99th-percentile latency of over 1,200 ms [9]. The 99th-percentile latency is over ten times the duration of the average task.

Serverless data processing platforms such as Snowflake [39], Databricks [1] and others [3, 5, 40], remedy this bottleneck by using a local cache on each node. While remediying the storage bottleneck, the cache-enabled nodes raise a scheduling challenge. Objects, which tasks access, are assigned to nodes, and tasks which access an object need to be mapped to the same node repeatedly for caching to be effective. Hash-based task placement policies are commonly used by cluster to direct tasks to nodes with the appropriate data. The mapping from tasks to nodes changes as the scales, a common occurrence in serverless clusters. This change has a performance impact. We are the first to quantify the impact of scaling on task performance in cache-enabled data processing clusters.

We analyze task slowdown, hit rate, and imbalance before and after scaling. We analyze the additional resources used after scaling, above the expected change to serve the workload. We perform this evaluation using trace based simulation by running hundreds of scenarios using  IBM COS [14] traces using a cache-enabled serverless cluster simulator implement in OpenDC [23].

The data, simulator, and auxiliary scripts are open-source and available on Zenodo at https://zenodo.org/record/7812238.

From our analysis, we extract 7 main observations, and the following 4 key findings:

1. The task slowdown due to load imbalance can be more than 10× the object imbalance for some trace.
2. Hash-based task placement algorithms only outperform data-oblivious greedy scheduling when combined with workstealing.
3. Cache-enabled serverless cluster can consume more resources after scaling (up to 21% more) due to cache misses.
4. Slowdown during the buffer period immediately after scaling is not much worse than the slowdown after the buffer period.
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A USING THE ARTIFACTS

The artifact is available on Zenodo at https://zenodo.org/record/7812238.

The repository contains the data, the simulator, and the support scripts necessary to reproduce the plots from our paper.

We use data from the IBM COS [14] dataset, but extract and subset of it and convert it into a format suitable for simulation. These simulable traces are in the input_traces1 folder.

We add our distributed cache simulator as a component to OpenDC [23] datacenter simulation suite. The specific version of the source code we use in this work can be found at https://github.com/sacheendra/opendc/tree/cachearch. We include a pre-compiled jar file of the simulator in this repository.

The three support scripts enumerated 1, 2, and 3 use the Ray distributed programming framework to run multiple experiments simultaneously. Each simulation requires a dedicated CPU core and 10GB of RAM. On a single server with 20 cores, all the simulations complete in about half an hour. Running the simulations on a cluster requires cluster-specific setup for Ray.

A.1 Requirements

(1) Linux-based OS
(2) JDK 17 (for the simulator)
(3) Python 3.11
(4) A LaTeX distribution (for the plots)

A.2 Building the Simulator

This repository comes with a pre-built version of the simulator. But, this is the procedure if a user chooses to build their own.

(1) Clone the latest source code from https://github.com/sacheendra/opendc/tree/cachearch.
(2) Build the simulator using the command ./gradlew :opendc-storage:opendc-distributed-cache:fatJar.
(3) The jar file should will be in the opendc-storage/opendc-distributed-cache/build/libs folder.
(4) Copy the jar file opendc-distributed-cache-3.0-SNAPSHOT.jar to this repository.

A.3 Running the Simulations

(1) Create a python virtual environment using a tool of your choice. Conda and virtualenv both work.
(2) Use python 3.11.
(3) Install the required libraries using pip -r requirements.txt.
(4) Run the simulations using python '1. run_simulations.py'.
(5) Next, summarize the results using python '2. summarize_results.py'.
(6) The plots will be in the result_plots3 folder.