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ABSTRACT
Data center providers and server operators try to reduce the power
consumption of their servers. Finding an energy efficient server for
a specific target application is a first step in this regard. Estimating
the power consumption of an application on an unavailable server is
difficult, as nameplate power values are generally overestimations.
Offline powermodels are able to predict the consumption accurately,
but are usually intended for system design, requiring very specific
and detailed knowledge about the system under consideration.

In this paper, we introduce an offline power prediction method
that uses the results of standard power rating tools. The method
predicts the power consumption of a specific application for multi-
ple load levels on a target server that is otherwise unavailable for
testing. We evaluate our approach by predicting the power con-
sumption of three applications on different physical servers. Our
method is able to achieve an average prediction error of 9.49% for
three workloads running on real-world, physical servers.
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1 INTRODUCTION
The energy efficiency of servers has become a significant issue as
data center energy consumption has risen dramatically over the
past decade. In 2010, the U.S. Environmental Protection Agency
(U.S. EPA) estimated 3% of all electricity consumed in the U.S. to
be used in running data centers [24]. According to a New York
Times study from 2012, data centers worldwide consume about
30 billion watts per hour [2]. This leads to high operational costs
for data center and server operators. Consequently, data center
provisioners would ideally attempt to purchase servers which are
energy efficient regarding their intended use.

When purchasing servers, their energy efficiency and power
consumption can be estimated using nameplate information and
standard benchmark results. However, nameplate values are usu-
ally overestimated and inaccurate and standard benchmarks do not
reflect the target application to be run on the servers in question.
Due to this, server providers rely on educated guesses and experi-
ence when trying to choose the most efficient and least consuming
servers for their specific application. The ability to accurately assess
the power consumption of the servers under consideration for their
intended application would enable planning and provisioning of
energy efficient server landscapes.

Existing power models are either very generic and do not con-
sider workload, or they are assumed to be trained at run-time.
Models that predict power for unavailable systems and compo-
nents, such as [9] and [22], are primarily intended for server and
hardware component design. They require very detailed knowledge
on system internals, which would be available to a system designer,
but not necessarily to someone intending to buy such a system.

This paper proposes a prediction method for power consump-
tion of servers based on standard rating tool results. The prediction
method uses publicly available rating data to predict the power
consumption of servers under consideration for a target applica-
tion. Specifically, the method uses data available from the SPEC
Server Efficiency Rating Tool (SERT), which is required to run for
U.S. Environmental Protection Agency (E.P.A.) Energy Star label-
ing. Using our method, a server provisioner can predict the power
consumption of a future server running a target application even
without access to it. Of course, this also implies that the server
provisioner does not have to perform any measurements on the
server under consideration.
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Predicting the power consumption of servers using standard
rating tool results is difficult, as this result set is relatively small. To
address this issue, we consider multiple prediction formalisms and
introduce a parameter optimization method. We also investigate the
use of interpolation to generate additional data points for training
and prediction.

The goal of this paper is to provide accurate prediction of server
power consumption for a target workload at multiple application
load levels, based only on the SERT results of the target server. We
envision the result of this prediction, containing information on the
concrete workload under consideration and multiple load levels, to
be of use for planners and potential server customers when making
their decisions. In a nutshell, the core contributions of the paper
are:

(1) We introduce an offline prediction method for server power
consumption based on standard rating tool results.

(2) We present a parameter optimization method for automated
tuning of prediction formalisms.

(3) We investigate and show the use of interpolation methods to
create additional training and prediction data for the power
prediction domain.

We evaluate our offline prediction method by prediction the
power consumption of three target workloads on separate physical
servers. We evaluate the prediction accuracy the effects of parame-
ter optimization and interpolation. We show that our method can
predict the power consumption of applications for an unavailable
server using only standard rating tool results with a mean average
absolute error of 9.49%, measured using real-world, physical servers
and workloads. We also show that our combination of interpola-
tion and parameter optimization methods greatly aids in achieving
accurate predictions in a domain with little training and prediction
data.

The remainder of this paper is structured as follows: Section 2
describes the related power models and prediction mechanisms.
Section 3 introduces the SERT rating tool, and workloads, and their
relevance for our power prediction. We then describe our offline
power prediction approach in detail in Section 4. Next, we evaluate
our prediction accuracy in Section 5. Finally, the paper concludes
in Section 6.

2 RELATEDWORK
We group related work in three non-exclusive areas: We examine
power models in the two non-exclusive categories of general offline
power models, generic server power models (hardware-based and
workload-based), models for energy-aware power management. We
discuss the power benchmarks and workloads for our workload-
based model separately in Section 3.

Offline power models, such as [4], [22], and [18] are intended
for use at design time. Such models can be architecture-based, such
as [4] and [37], which expand upon software architecture models
for design time power comparisons. These models are intended
to compare software design alternatives for distributed systems
and focus on the relative power prediction results with reduced
absolute accuracy of single server predictions. In contrast, offline
power models for hardware designers focus on maximum accuracy
for single hardware components by requiring extremely detailed

modeling of their properties. These models, such as the CPU model
of [9] and [22], are usually intended for hardware system designers,
analyzing their potential device architectures. Modeling approaches
of such a granularity are also employed on a full server level in [18],
which allows for detailed modeling of full systems. In contrast to
these models, our model learns purely from standard benchmark
and application efficiency measurement, requiring no explicit mod-
eling by the user.

Generic server powermodels characterize or predict the power
consumption of a single physical server. They have some overlap
with offline power models (e.g., [18]), yet many are not specifi-
cally designed for offline prediction. [32] provides an overview of
generalized, generic full-system power models. These models can
utilize a variety of methods, such as interpolation [16, 42], regres-
sion [26, 27], or others [14]. They also vary regarding their purpose
and, especially, regarding the type of data that they use to model
the power consumption. For this work, we distinguish between
hardware-based and workload-based power models.

Hardware-based models, such as [26, 27] and [14] are based
on system-level data, such as architectural parameters, performance
counters [6, 11, 12, 20, 29, 34, 35, 39] and utilization metrics. This
data is often collected at run-time or during a calibration step from
the system under consideration. Hardware-based models also are
often highly specialized to the calibration hardware. Further compli-
cating hardware-based models is the necessary expert knowledge
to build them. The Intel®manual [19] lists over 300 performance
counters for the HaswellEP microarchitecture and a performance
counter available on one platform must not necessarily available on
another. Thus making hardware-based models often less portable
than an offline power model that can be constructed or trained
from less hardware specific data.

Workload-based models, such as [42] and [15], are usually
trained for specific workloads and use application-level parameters
such as request arrival rates. The model of this paper can also be
counted in this class. However, with the exception of [43], none
of the existing workload-based models use standard rating results
to enable a black-box power prediction for otherwise unavailable
servers. Only [43] is of special note in this regard, as it also predicts
power using the SPEC SERT. However, its use-case is quite different,
as it predicts the power overhead of VM hypervisors.

Energy-aware power management techniques may employ
generic power models or specific online power prediction mod-
els, such as [41], to predict the power consumption of the system
states that might result from management decisions. The typical
goal is to minimize power consumption within certain Quality-of-
Service (QoS) constraints [5], or to maximize overall efficiency [21].
The common technical mechanism by which management systems
achieve this is VMmigration [5, 21, 38, 40]. The impact of the power
management decisions is often estimated using established basic
power prediction methods. For example, [5] use a utilization-based
linear power model described by [32], whereas [40] use a quadratic
power model. Other works construct their own model of the un-
derlying systems, such as [38], which model a server farm using
stochastic Petri nets. Our proposed model differs from this class of
models, as it is primarily intended for offline prediction at a time
when the system under consideration is not yet available to the
person making the prediction.



3 SERT
The SPEC Server Efficiency Rating Tool (SERT) has been developed
by the SPEC OSG Power Committee as a tool for the analysis and
evaluation of the energy efficiency of server systems. Its design and
development goals and process have been introduced in [24]. In
contrast to energy-efficiency benchmarks, such as JouleSort [33],
SPECpower_ssj2008 [23], and the TPC-Energy benchmarks [31],
SERT does not execute an application from a specific domain. It
does not aim to emulate real world end user workloads, but instead
provides a set of focused synthetic micro-workloads called worklets
that exercise selected aspects of the Server (or System) Under Test
(SUT). The worklets have been developed to exercise the processor,
memory, and storage I/O subsystems.

For each of the server components to be stressed, SERT offers
a range of worklets designed to exercise the targeted component
in a different manner. This allows for thorough analysis of system
energy behavior under different workload types designed to target
the same component. As an example, the CryptoAES worklet profits
from both specialized instruction sets, as well as better CPU to
memory connectivity, whereas the SOR worklet primarily scales
with processor frequency.

According to [3], servers nowadays spend most of their time in a
CPU utilization range between 10% and 50%. As a result, SERT and
its worklets are designed for the measurement of system energy
efficiency at multiple load levels. This sets it further apart from
conventional performance benchmarks, such as SPEC CPU [10],
which targets maximum load and performance. To achieve work-
load execution at different load levels, SERT calibrates the load by
determining the maximum transaction rate for the given worklet
on the SUT. The maximum transaction rate is measured by running
as many of the worklet’s transactions as possible concurrently on
each client (i.e. utilizing all logical cores and not introducing arti-
ficial waiting delays). This calibrated rate is then set as the 100%
load level for all consecutive runs. For each target load level (e.g.,
100%, 75%, 50%, 25%), SERT calculates the target transaction rate
and derives the corresponding mean time from the start of one
transaction to the start of the next transaction. During the measure-
ment interval, these delays are randomized using an exponential
distribution that statistically converges to the desired transaction
rate. As a result, lower target loads consist of short bursts of activ-
ity separated by periods of inactivity. The separate load levels per
worklet are useful when using SERT results to train power models,
as it provides multiple independent measurement results for each
worklet that can be used for model training. Note, that the load
levels are throughput based and do not indicate CPU utilization
(this is a common misconception).

3.1 Worklets
In version 2.0, SERT features seven CPU worklets. Each worklet
is measured at four load levels (25%, 50%, 75%, 100%), with the
exception of SSJ:

(1) Compress: De-/compresses data using a modified Lempel-
Ziv-Welch (LZW) method [44]

(2) CryptoAES: Encrypts/decrypts data using the AES or DES
block cipher algorithms

(3) LU: Computes the LU factorization of a dense matrix using
partial pivoting

(4) SHA256: Performs SHA-256 hashing transformations on a
byte array

(5) SOR (Jacobi Successive Over-Relaxation): Exercises typical
access patterns in finite difference applications

(6) SORT Sorts a randomized 64-bit integer array during each
transaction

(7) Hybrid / SSJ: The hybrid SSJ worklet stresses both CPU
and memory, with either serving as the primary bottleneck,
depending on system configuration. SSJ Performs multiple
different simultaneous transactions, simulating an enterprise
application. SSJ is measured at eight load levels, instead of
the four levels of the other CPU worklets

The two storage worklets, described in [25] are run at two load
levels (50%, and 100%). The Random and Sequential worklets
perform random and sequential read/write operations on the SUT’s
internal storage.

In version 2.0, SERT features seven CPU worklets. Each worklet
is measured at four load levels (25%, 50%, 75%, 100%), with the
exception of SSJ: Compress, CryptoAES, LU, SHA256, SOR, SORT,
and SSJ. SSJ is measured at eight load levels, instead of the four
levels of the other CPU worklets. In addition to the CPU worklets,
the two storage worklets are run at two load levels (50%, and 100%).

Finally, SERT features two memory worklets: Flood and Capacity.
Flood tests the SUT’s memory bandwidth, whereas Capacity tests
its capacity. However, the memory worklets do not use the same
load level scaling mechanism as the other worklets. Each features
two load levels that differ in the amount of memory reserved for
the worklet, instead of scaling with the transaction rate. Because
of this, we expect these worklets not be as useful in training power
models as the storage and CPU worklets.

The major challenge in training models based on SERT results
is twofold: 1) The amount of data points per worklet is relatively
small and 2) it varies between the worklets. The load levels can
be configured in theory, but standard compliant runs use the load
levels described in this section. As we intend our model to be used
with publicly available results, we must deal with the small and
varying load level numbers.

4 OFFLINE POWER PREDICTION
The goal of our offline power prediction approach is the predic-
tion of the power consumed by a target application running on a
target server not yet available to the operator currently running
the application. The general idea behind the prediction approach is
as follows: The operator has a current server on which the target
application in question is being executed or upon which it can be
deployed for testing. The operator measures the performance and
power consumption of the target application for multiple through-
put load levels on this server. The prediction also requires a SERT
result for the current server, which can be measured or obtained
using a public database. Finally, it also requires a SERT result for
the target server, which can be obtained from the vendor or a public
database.

Predicting the power consumption of the target application for
multiple potential target devices can help decision makers when



Input and Variable Processing

Parameter Optimization

Select 
Regressor 
Variables

Current 
Server SERT 

Result

Current 
Server App 

Result

Target Server 
SERT Result

Interpolate 
Missing 

Variables

Select 
Response 
Variables

Interpolate 
Missing 

Variables

Training 
Regressors

Response 
Variables

Prediction 
Regressors

Determine Search 
(Sub-)Space

Find Local 
Minima

Modeling 
Formalisms

Optimized 
Formalisms

Formalism Selection

Compute Self-
Prediction Error

Modeling 
Formalisms

Single Best 
Formalism

repeat

Predict Power

Target Server 
App Result

Figure 1: Outline of Power Prediction Approach

deciding with which device to provision their cluster or data center.
In addition, this approach could also be used in a to simulate general
software placement context. An outline of the overall approach is
illustrated in Figure 1. The approach is modular, allowing the use
of a regression method from a pool of methods. Specifically we
consider the following methods, where each method can be fine-
tuned using the parameters exposed by their implementation (we
use the Smile [28] library for Java):

• Regression Tree (CART): the maximum number of leaf nodes
in a tree (max nodes) and the number of instances in a node
before splitting (node size)

• Random Forest: the number of trees in the forest (num trees)
• Gradient Tree Boost: the number of trees in the forest (num
trees)

• Gaussian Process Regression: the shrinkage regularization
parameter of the gaussian processess’s kernel and the kernel
width

4.1 Regressor and Response Variables
In general, power prediction is a prediction problem on a continuous
scale and can thus be posed as a regression problem. These problem
statements can be solved by various regression and/or classification
algorithms. In general, regression problems have the following form
(Eq. 1):

Y ≈ f (X , β) (1)
where Y is the vector of response variables (also called dependent

variables), X the set of regressor variables (also called independent
variables), and β the set of regression parameters to be trained. In
this work, we map our domain specific measurement results to
generic regressor variables and and response variables, allowing

for a range of regression and classification models to be used, as
opposed to limiting ourselves to a single model, such as e.g., linear
regression. Note that not all of our models train a single regression
parameter vector β . However, they are all capable of proceesing our
set of regressor and response variables. For this reason, we make
no assumptions on how or if the prediction model models β .

4.1.1 Target Application Power Response Variable for Training.
We measure the power consumption of the target application at
multiple load levels on the current server. We then construct the
training response vector from these power consumption results.
As an example, the measurements at four load levels (100%, 75%,
50%, 25%), the training response vector y would be constructed as
shown in Equation 2:

y =


power (App100%)
power (App75%)
power (App50%)
power (App25%)

 . (2)

Note that the number of load levels may have great impact on
the prediction accuracy. Specifically, not all load levels measured
for the target application may have measurement counterparts for
all worklets in the SERT (and thus in our set X of independent
regressor variables). We tackle this issue using interpolation in Sec-
tion 4.3. As explained in Section 3, the load levels are derived from
the workload’s throughput. They describe the current throughput
in relation to the maximum throughput achievable on the SUT.
Consequently, this approach is applicable to any application with
a measurable throughput. For many applications, this would be a
request rate (e.g., HTTP requests per second for web applications),
where 100% load would be the maximum request rate the SUT could
handle.

4.1.2 SERT Results as Regressor Variables. The matrix X of inde-
pendent regressor variables is constructed from the per-load level
measurement results of the separate worklets. Specifically, we con-
struct a vector from a single measurement metric, such as power
or performance over the load levels of a worklet. We consider the
following metrics for construction of our vectors:

• Performance: The average throughput of the worklet at
the specified load level (in s−1).

• Power Consumption: The average power consumption of
the SUT when running the worklet at the specified load level
(inW ).

We do not consider the measured temperature, as it is measured
as a control metric at the SUT inlet and thus independent from the
system state. Equation 3 shows an example regressor variablematrix
X that uses the load level percentages and power consumption of
several worklets with four load levels.

X =



1 0.75 0.5 0.25
pwr (Com.100%) . . . . . . . . . pwr (Com.25%)
pwr (AES100%) . . . . . . . . . pwr (AES25%)

...
...

...
...

pwr (SS J100%) . . . . . . . . . pwr (SS J25%)


. (3)



Again, the number of measured load levels is important and
affects accuracy. In addition, theworklets within SERT aremeasured
with different load level counts. However, many regression methods
require training vectors of equal size. In our case, this would imply
measurements with the same load level counts for all worklets,
which is not the case based on the measurement data alone. To
generate this equal load level count and create training vectors of
equal size, our feature engineering must either remove load levels
or create new ones. Specifically, we address this issue threefold by 1)
discarding load levels, 2) discarding worklets, and 3) interpolation
(see Section 4.3). First, we optionally discard load levels that have
no equivalent load level in the prediction (e.g., SSJ is measured
with more load levels than any other worklet). Secondly, we discard
some worklets that do not fit into the load level schema (such as
Capacity) or feature too few load levels for accurate interpolation
(Flood and the storage worklets). Finally, we apply interpolation
for worklets with few load level measurements (see Section 4.3). In
addition, we can add the power consumption of the Idle worklet
as the power consumption of each worklet at 0% load. We expect
the success of each of those measures to vary depending on the
prediction method used.

4.1.3 System Power as Expected Output. The models predict sys-
tem power consumption for each of the load levels of the application
under consideration running on the target server. The number of
load levels is implicitly specified by the size of the training response
vector y.

4.2 Prediction Formalisms under
Consideration

We use four underlying prediction formalisms for evaulation of the
power prediction: three variations of regression trees and Gaussian
mixture models. These formalisms are embedded in the enclosing
power prediction framework. However, the framework is modular-
ized and therefore supports any generic regression algorithm.

As tree algorithms, we use Regression Trees (CART) [8], Gradient
Tree Boosting [17], and Random Forests [7]. Regression Trees are
built using binary recursive partitioning, i.e., repeated iterative
splitting of data into partitions or branches. Using CART, a tree is
grown from the whole training set. Therefore, a fully developed
tree may suffer from over-fitting. Both Gradient Tree Boosting and
Random Forest try to account for this potential drawback. They
use smaller subsets of the original data to train individual trees
which helps with preventing overfitting. Random Forest does this
by bagging (bootstrap aggregating), while Gradient Tree Boosting
achieves this by boosting.

More specifically, Random Forest [7] works as a large collection
of decision trees, each calculated by a random subset of inputs. The
most simple reduction method to obtain a single value result is a
modest incident ranking returning the most frequent solution or av-
eraging the output. On the other hand, Gradient Tree Boosting [17]
trains the different trees in a sequential order. Therefore, it can
analyze the performance and choose the training subset according
to minimize the error.

Additionally, we use Gaussian Mixture Models as fourth pre-
diction formalism. They are stochastic models based on a mix of
probability distributions. They capture a target distribution using

superposition of multiple Gaussian distributions, adjusting their
means and covariances. Mixture models are used as an approach
for situations when a single Gaussian distribution is unable to cap-
ture complex data, whereas a linear superposition of two or more
Gaussians gives a better characterization of the data set. By using a
sufficient number of Gaussian distributions and by adjusting their
means and covariances as well as the coefficients in the linear com-
bination, almost any continuous density can be approximated to
arbitrary accuracy.

The following function describes this effect:

p(x) =
K∑
k=1

πkN(x |µk , Σk )

N(x |µk , Σk ) = Gaussian component
µk = component mean
Σk = covariance of a component
πk = mixing coefficient
k = number of components
Gaussian mixture models are a candidate for power prediction

in this work, as they have been used to model power consumption
of server environments in the past [14]. By using Gaussian Mixture
Vector Quantization (GMVQ) based training and classification with
vector quantization using the "nearest-neighbor" approach, the
previous trained data serves as classification information for power
prediction.

We use the implementation of the Smile [28] library for Java for
all of the considered formalisms.

4.3 Interpolating Measurement Results
We require the same amount of measurements for each worklet
used to construct the regressor matrix X . However, SERT’s default
settings measure different worklets with different load level counts,
as described in Section 3.1. We consider two options to tackle this
issue: zero padding and interpolation. Both methods are intended to
create artificial results at the missing load levels for the respective
worklets.

Zero padding simply fills the gaps in load levels for worklets
with too few levels with results containing the value 0. This method
is primarily useful if these results are needed for mathematical
correctness, but otherwise discarded later in the prediction pro-
cess (i.e., when the prediction method in question does not use
them). Otherwise, the expectation is that zero padding enables the
prediction to run, but with negative effects on prediction accuracy.

Interpolation creates missing results based on the neighboring
load levels’ results. In general, it is the reconstruction of a continu-
ous function f (x) from n different sample points:

{(x1, f1), (x2, f2), ..., (xn , fn )}.
We investigate the use of three interpolation methods:
• Nearest Neighbor Interpolation interpolates results by re-
turning the closest existing result: f (x) = f (xi ) with xi ∈

{x1, ...,xn } being the nearest neighbor to x , meaning that
∀x j ∈ {x1, ...,xn } : |x − xi | ≤ |x − x j |.

• Linear Interpolation interpolates using a linear function f (x) =
f (xi ) + (f (xi+1) − f (i)) x−xi

xi+1−xi given the two nearest neigh-
bors of x , xi and xi+1, with xi ≤ x and xi+1 > x .



• The cross-validation interpolation approach of [42], which
selects an interpolation method from a range of polyno-
mial and scattered interpolation methods (including nearest
neighbor, linear, and higher order polynomials) using cross
validation. Note that this approach requires a minimum of
three points of data in a set to be interpolated. This is an
issue in our use-case, as some SERT worklets only feature
two datapoints. We have to discard these worklets when us-
ing this interpolation, whereas nearest neighbor and linear
interpolation are capable of working on the smaller sets.

4.4 Self-Prediction Accuracy
Our power prediction model uses parameter optimization and cross-
validation of the different underlying modeling formalisms in order
to increase the prediction’s accuracy. During this optimization
phase, each potential optimization candidate is evaluated and either
discarded or adopted. We use the model’s self-prediction error
for this run-time evaluation. We then predict the training target
application power consumption values and compare the resulting
errors. We allow the use of several error metrics for this comparison
and consider two, specifically:

(1) Root Mean Squared Error :

eRMSE =

√∑n
i=1(y

′
i − yi )2

n
.

(2) Mean Absolute Percentage Error :

eMAPE =
100
n

n∑
i=1

∥y′i − yi ∥

yi
.

4.5 Parameter Modeling and Optimization
The prediction formalisms used by our offline prediction approach
feature several different formalism-specific parameter settings that
can affect the prediction’s accuracy. Specifically, we consider the
following parameters:

We optimize these parameters automatically using a method
inspired by [30]. We create a generic parameter model, which sets
the optimization exploration space for each paramter by assigning it
a minimum and maximum value and an initial exploration step size.

Figure 2: Example of Local Search Parameter Optimization

We then apply an iterative local search for each parameter. We split
the parameter’s search space between its minimum and maximum
values into k + 1 eqal parts, resulting from the parameter’s step size.
We then calculate the self-prediction error of the model with the
parameter under consideration for each of the potential values. We
then create local search spaces around each local minimum, and
iteratively explore those search spaces with a halved step size. This
process repeats until a maximum search depth d is achieved, at
which point the smallest local minimum is picked. Figure 2 shows
an example of the local search for the max nodes parameter in a
regression tree. The figure shows that the local search analyzes
potential parameter values around 20 in greater detail, trying to find
the minimum R sqare error. We perform the parameter value search
for each potential parameter. This is then repeated iteratively for
all parameters for n iterations, where n the number of parameters
per default.

4.6 Prediction Formalism Selection
Finally, we explore if it is possible to select the concrete predic-
tion formalism automatically. The power prediction approach uses
all prediction formalisms introduced in Section 4.2. The idea for
the automated selection is to not fix a modeling formalism, but
instead select it automatically at run-time. To to this, we first opti-
mize the parameters for all potential formalisms using our iterative
optimization method from Section 4.5. We then calculate the self-
prediction RMSE for all of the optimized formalisms and select the
one with the lowest error for prediction. The entire approach from
data processing to parameter optimization and formalism selection
approach is illustrated in Figure 1.

5 EVALUATION
We evaluate our offline prediction model using three target appli-
cations and three different real-world, physical servers. We run the
SPEC SERT on each of those servers to measure and characterize
its power consumption. We then predict the target applications’
power consumption when running on two of those servers using
the respective target server’s SERT and a training set consisting of
a SERT result and target application power measurements from one
of the servers. We compare measured application power consump-
tion with the predicted consumption for all measured load levels
and servers and calculate the aggregate prediction error using the
mean absolute percentage error (MAPE).

eMAPE =

∑
l ∈loadlevels

|pwrpredicted (l )−pwrmeasured (l ) |
pwrmeasured (l )

|loadlevels |
. (4)

In addition to the server-specific MAPE of Eq. 4, we also consider
the aggregate MAPE over all servers for a specific configuration of
our offline power prediction for a certain application.

We consider the following three applications:
• Pi: A worklet that ships with the SPEC ChauffeurWDK [1]
and computes Pi by calculating up to 100000 iterations of
the Gregory-Leibniz series.

• Friendgraph: Friendgraph is supposed to emulate a simple
social network graph of “friends”, which store arbitrary nu-
meric properties within a matrix. A transaction calculates



Table 1: System under test specification including power
characteristics measured using SERT.

4 core 8 core 10 core
Model HP ProLiant HP ProLiant HP ProLiant

DL20 DL160 DL160
CPU 4 cores 8 cores 10 cores
Xeon Model E3-1230 v5 E5-2640 v3 E5-2650 v3

Clock 3.4 GHz 2.6 GHz 2.3 GHz
Generation Skylake Haswell Haswell
Memory 2 x 8 GB 2 x 16 GB 2 x 16 GB
Storage 1 x 460 GB 1 x 460 GB 1 x 460 GB
Idle Pwr 28.3 W 39.6 W 42.6 W
Max Pwr 106.1 W 139.7 W 151.8 W

“friend”-value by aggregating a friend’s matrix with all of its
first and second-order friends.

• Dell DVD Store [13]: The Dell DVD Store is a test web
application developed by Dell. We use its PHP implementa-
tion with a MariaDB database and deploy using Docker. We
generate load using users who browse the store in a cyclical
pattern. Users log in, search for items, add one item to the
cart, and then log out.

All servers in our experiment run Debian 9.4 (Kernel 4.9.82),
with Docker 18.03.0-ce, and Java HotSpot 64-Bit (build 25.161-b12).
Table 1 shows the hardware configuration of our three testing
devices, which we identify using the core-count.

5.1 Measuring Target Application Power and
Performance

We measure the target application power consumption and perfor-
mance using the SPEC Power and Performance Benchmark Method-
ology [36]. We do this by implementing our workloads within the
SPEC ChauffeurWDK [1] or by implementing a load driver in Chauf-
feur to drive the external workload in case of the DVD Store. Using
this methodology and implementation, we measure the target ap-
plications’ power and performance (throughput) at four target load
levels: 25%, 50%, 75%, and 100%. We connect an external power
measurement device to the AC power inlet of the SUT. An external
director machine controls the experiment using a network connec-
tion to the SUT. The SUT runs Chauffeur’s host-software, which
launches client processes that execute the workload or delegate it
to the DVD Store using HTTP. Figure 3 shows the device setup.

Analogue to how SERT operates, we perform a warmup run for
30 seconds and then calibrate the maximum load level of the target
application by running it on parallel on every available hardware
thread. We repeat this calibration two times, with each separate run
having a pre-measurement duration of 15 seconds, a measurement
duration of 120 seconds, and a post-measurement duration of 15
seconds.

After calibration, we measure performance and power consump-
tion for the target load levels in descending order. The load levels’
pre-measurement, post-measurement, and measurement times are
equal to the calibration. Our reported per-load-level power and per-
formance results are the average of the 120 second measurements.

Controller Director

System under Test (SUT)

Power Analyzer Power Supply

Network

Host

Client Client Client Client

starts

Figure 3: Device setup for power target application power
and performance measurements

Figure 4 shows the calibration and measurement intervals with
their respective duration. The maximum coefficient of variation
during our measurement runs is the performance variation of the
Dell DVD Store at full load on the 10 core machine. It features a CV
of 1.6%, which is well below the maximum boundary of 5%, defined
by SPEC.

5.2 Unoptimized Power Prediction
First, we analyze the accuracy of our prediction formalisms without
interpolation, optimization, and formalism selection. We compare
our following methods against this unoptimized variant to classify
their respective improvement. When not using interpolation, we
only use worklets with at least four load levels, meaning that the
memory and storage worklets are discarded. For the SSJ worklet,
we discard the four of the eight load levels that do not appear in
the other worklets.

Considering that parameter optimization is removed, we set each
of the regression formalism’s parameters to the minimum param-
eter within our parameter space. Specifically, Regression Tree’s
max nodes and node size are set to 2 and RandomForest and
GradientTreeBost both start with a single tree. Finally, Gaussian-
Regression has its shrinkage set between 0 and 1 and its kernel
width between 0.1 and 40. Table 2 shows the prediction errors of
this unoptimized method.

The results in Table 2 show differences in the prediction accu-
racies of the underlying formalisms. Yet, even the more accurate
methods suffer from poor accuracy when not optimized and with-
out any interpolation. In general, the regression mechanisms seem
to be able to capture the problem with some error. Gradient Tree
Boost and Random Forest both feature a mean absolute percentage
error of slightly more than 30%. Even though these two formalisms
achieve similar average results, they differ in terms of variance.
Gradiant Tree Boost’s MAPE has a standard deviation of 11.8%,

Table 2: Unoptimized prediction errors of base formalisms.

Formalism Avg. MAPE
Gradient Tree Boost 32.94%
Regression Tree 19.42%
Random Forest 31.03%
Gaussian Regression 99.99%
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Figure 4: Measurement intervals for target application power and performance measurements

whereas the Random Forest has a lower variation of 7.7%. Both
methods can not achieve the accuracy of the regular Regression
Tree, though. It has an average MAPE of 19.42% with a standard
deviation of only 2.6%.

We attribute this to the relatively little amount of training data
available. Four load levels per worklet do not provide sufficient data
for an accurate training of all formalisms. The Gaussian Regression
is most affected by this. Seven worklets with at least four load levels
plus idle seems to not provide sufficient data to derive multiple
Gaussian distributions. Consequently, we do not consider Gaussian
Mixture Models in the following tests.

5.3 Predicting Power using Interpolation and
Optimization

Our unoptimized tests indicate that the amount of data provided by
SERT results is too little for most prediction methods. Consequently,
we enable interpolation in conjunction with our prediction formal-
ism parameter optimization method. The interpolation mechanism
ensures that no measurement must be discarded in worklets with
high load level counts. Specifically, it creates artificial load levels
for all worklets with fewer levels than SSJ, which is the worklet
featuring the most load levels. As a result, all worklets are padded
to a total of nine load levels (eight SSJ load levels plus idle power).
We use all worklets with a minimum of four load levels, enabling
the use of adaptive interpolation. Parameter optimization is left
at default settings, meaning that it uses as many iterations as the

Table 3: Formalism prediction error with adaptive interpo-
lation and parameter optimization.

Formalism Avg. MAPE
Gradient Tree Boost 32.94%
Regression Tree 10.89%
Random Forest 32.05%

underlying method has parameters for optimization. Our regression
formalisms feature two parameters, each, resulting in an iteration
count of two.

The prediction accuracy of our three regression formalisms used
with adaptive load-level interpolation and parameter optimization
is shown in Table 3. Gradient Tree Boost’ accuracy improves, but
only by 0.004% percentage points, which is not significant. Ran-
dom Forest’s accuracy even decreases by 1.2% points. However,
Regression Tree improves significantly. With optimization and in-
terpolation enabled, it features an prediction error of 10.89%, which
is an improvement of 8.5 percentage points and relative improve-
ment of 43.9% compared to our unoptimized experiment. Figure 5
shows the measured and predicted power consumption of the Pi
worklet on the two target servers. It shows that the prediction is
generally accurate, except for the 100% load level on the 10 core
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Figure 5: Measurements and Regression Tree prediction of
Pi worklet power



Table 4: Formalism prediction error with parameter opti-
mization, but not using any interpolation.

Formalism Avg. MAPE
Gradient Tree Boost 32.94%
Regression Tree 19.42%
Random Forest 32.26%

server. The prediction expects a decline in power consumption
increase, which does not occur on the 10 core device.

The amount of data provided by interpolated results seems to
be sufficient for a tuned regression tree. In contrast, the other two
regression methods do not improve significantly, which leads to
conclude that the interpolated SERT results did still not produce
sufficient data for training of accurate models for these formalisms.

5.4 Parameter Optimization and no
Interpolation

The predictions using parameter optimization and interpolation
in Section 5.3, significantly improve the prediction accuracy of
the unoptimized formalisms. The part played by the parameter
optimization and interpolation, respectively, in this improvement
remains an open question. To investigate if parameter optimization
caused this improvement by itself, we test our prediction formalisms
using parameter optimization only. That means that we use four
load levels only, discarding excess SSJ load levels and worklets with
fewer load levels, similar to to unoptimized approach in Section 5.3.

Table 4 shows the prediction errors of using parameter optimiza-
tion without interpolation. In general, the differences to unopti-
mized prediction are very small. Gradient Tree Boost and Regres-
sion Tree do, in fact, see no change. Random Forest’s accuracy,
on the other hand, decreases. This would indicate that parameter
optimization is of no help for such a small dataset and the chosen
prediction formalisms. However, accuracy increased in the results
of Section 5.3, where optimization was used. We investigate this
further in the following tests.

5.5 Interpolation with Unoptimized
Parameters

Our tests using optimization without any interpolation in Sec-
tion 5.4 do not show any significant improvement in prediction
accuracy. Consequently, we investigate if interpolation achieves the
improvement of Section 5.3 by itself. To test this, we again apply
adaptive interpolation to all worklets with four load levels in order
to match the load level count of SSJ (eight plus idle). We also, again,
interpolate the reference workload to nine load levels.

Table 5: Formalism prediction error with interpolation, but
not using any parameter optimization.

Formalism Avg. MAPE
Gradient Tree Boost 32.91%
Regression Tree 20.40%
Random Forest 30.41%

Table 5 shows the prediction accuracy when using the unopti-
mized parameter set on interpolated training and prediction data.
Interestingly, these results do also not differ significantly from the
unoptimized prediction. Gradient Tree Boost and Random forest
improve marginally by less than 1 percentage point. Due to the lack
of optimization, Regression Tree’s accuracy decreases when using
interpolation without any parameter optimization.

These results indicate that neither parameter optimization nor in-
terpolation increase prediction accuracy by themselves. In addition,
they disprove the potential conclusion from the optimization-only
results in Section 5.4 that parameter optimization does not im-
prove prediction accuracy and improvements are instead due to
interpolation. Instead, the separate tests using interpolation and
parameter optimization only clearly indicate that the combination
of both is responsible for the improvements in prediction accu-
racy. Interpolation ensures that sufficient data is available to run
optimization against and parameter optimization configures the
prediction formalisms for the interpolated dataset.

5.6 Prediction Accuracy depending on
Interpolation Method

Our results in Section 5.3 show that interpolation helps in increas-
ing prediction accuracy, particularly when using the Regression
Tree prediction formalism. Those experiments used an adaptive
interpolation approach to generate additional data for training. We
investigate the choice of the specific interpolation method and its
impact on accuracy. We focus on the Regression Tree prediction
formalisms, as it shows the greatest sensitivity to interpolation and
parameter optimization in addition to usually providing the most
accurate predictions. Table 6 shows the prediction errors of using
Regression Tree with parameter optimization based on datasets
prepared with the different interpolation methods.

We investigate zero padding as an alternate approach to unop-
timized prediction and to interpolation. Zero padding of missing
results allows us to not discard excess SSJ load levels and still meet
the constraints of the prediction methods. As seen in Table 6, us-
ing zero padding results in a Regression Tree prediction error of
19.91%, which is slightly less accurate than simple, unoptimized
prediction. In contrast, the prediction errors when using the in-
terpolation methods are all significant improvements compared to
unoptimized prediction. Nearest Neighbor Interpolation features the
smallest improvement in accuracy, improving the average predic-
tion MAPE by only 3.92 percentage points. Adaptive Interpolation
improves the prediction by 8.5 percentage points, which is a relative
improvement of 43.9% compared to our unoptimized experiment.

Table 6: Regression Tree prediction error depending on in-
terpolation method.

Interpolation Method Avg. MAPE
Zero Padding 19.91%
Nearest Neighbor 15.49%
Linear Interpolation 9.49%
Adaptive Interpolation 10.89%
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Figure 6: Measurements and Regression Tree prediction (us-
ing linear interpolation) of Friendgraph worklet power

Interestingly, linear interpolation provides the most accurate
predictions with a MAPE of 9.49%. This is a relative improvement
of 51% compared to the unoptimized Regression Tree prediction
error. Again, we surmise that the small size of the dataset is a cause
for this, as the adaptive interpolation has too few datapoints (usually
four) to adapt itself. Instead, simply picking an interpolation option
that always delivers good results and is applicable to such small
sets, seems to lead to more accurate predictions. Figure 6 shows
the results of power prediction for the Friendgraph worklet using
linear interpolation. As a sidenote, including the storage worklets in
predictions using linear interpolation does not increase prediction
accuracy, leading to a prediction error of 14.09%.

5.7 Including the Storage Worklets
The adaptive interpolation requires aminimumnumber of four data-
points per function to interpolate. Consequently, it is not possible
to apply this interpolation method for the two storage worklets,
which feature only two load levels, each. However, when using
linear interpolation or nearest neighbor interpolation, we gain the
ability to include these two worklets for training and prediction.
Table 7 shows the prediction errors. Including the storage worklet
does not improve prediction accuracy and even decreases it for the
dataset with linear interpolation.

We attribute this to two factors: The number of data-points and
the power scaling of the storage worklets. The storage worklets
feature an almost constant power consumption over the load levels
with only a little increase that is poorly modeled due to only having
two points of measurement per worklet. This has as a consequence

Table 7: Regression Tree prediction error with storage
worklets included.

Interpolation Method Avg. MAPE
Nearest Neighbor 15.49%
Linear Interpolation 14.09%

Table 8: Formalism prediction error compared to interal
RMSE for formalism selection.

Formalism Self-Prediction RMSE Avg. MAPE
Gradient Tree Boost 24.405 32.94%
Regression Tree 5.849 10.89%
Random Forest 24.399 32.05%

that they offer no valuable information for the power prediction for-
malisms and thus their use does not offer an increase in prediction
accuracy.

5.8 Prediction Formalism Selection
Finally, we investigate if our prediction formalism selection method
is able to choose the correct formalism. To this end, we compare
the internal self-prediction RMSE that the selection method uses
to the MAPE of the actual predictions to assess the selection’s
accuracy. Again, we use our regression formalisms with adaptive
interpolation and parameter optimization.

Table 8 shows that the internal self-prediction RMSE results in
the same ranking as our external prediction MAPE. Regression Tree
is considered the by far best method using both metrics, whereas
Random Forest beats Gradient Tree Boost barely. However, the
entire evaluation also indicates that formalism selection is not nec-
essary, as Regression Tree seems to always offer the best prediction
accuracy.

5.9 Evaluation Conclusion
Our evaluation shows that our offline power prediction method can
accurately predict the power consumption of a target server using
SERT results. It also shows that the combination of parameter opti-
mization and interpolation can significantly increase the prediction
accuracy compared to unoptimized formalisms by as much as 51%,
even though both interpolation and parameter optimization do not
achieve significant improvements in accuracy on their own.

6 CONCLUSIONS
This paper presents an offline power prediction approach that is able
to predict the power consumption using data provided by the SERT
standard rating tool, which is employed by the U.S. EPA Energy
Star Program. The approach predicts the power consumption of an
application for multiple load levels on a target server, for which
only the SERT results need be provided with an average error of
9.49%, which is an improvement of 51% compared to unoptmized
methods.

The results in this paper help server operators choose the least
power consuming server for their applications. It can be combined
with performance models for a prediction of energy efficiency or
can be used as part of a server power and performance constraint
optimization.



6.1 Future Work
In this paper, we consider Gaussian Regression, Gradient Tree Boost,
Regression Tree, and Random Forest as concrete regression mech-
anisms to use in our prediction. Among these methods, Random
Forest seems to produce the best results. In the future, our prediction
method would be enhanced by adding and evaluating additional
regression mechanisms. These mechanisms might help to increase
prediction accuracy for some or all datasets.

In addition, our method could also be enhanced if it were able
to use other publically available results for the servers under con-
sideration. E.g., it might be extended to also use results provided
by SPECpower_ssj2008 [23]. This data could be combined wit hthe
data of the SPEC SERT to provide larger dataset, increasing predic-
tion accuracy and enabling the use of other regression mechanisms
that benefit from larger datasets. Use of other benchmark results
could also enable prediction of other workload types. E.g., the inclu-
sion of results from GPGPU benchmarks might enable prediction
of power consumption for GPGPU applications.

6.2 Threats to Validity
We hypothesize in Section 5.8 that formalism selection works well,
as the self-prediction RMSE results in the same ranking as the
Avg. MAPE of the actual predictions. Additionally, we observe that
Regression Tree is the best method in all evaluation scenarios and
that a formalism selection was therefore not required on our test set.
However, we do not claim that these results are transferable to other
case studies as our evaluation test size was not big enough to draw
such conclusion. Instead, our goal was to show the feasibility of the
proposed approach and to evaluate its effectiveness, rather than
to draw any further conclusions. Future research will hopefully
show if an automatic selection technique is actually required in
this domain.

Additionally, we show that parameter optimization (together
with interpolation) improves the prediction accuracy compared to
using the default parameters (see Section 5.3). However, one remain-
ing question is if the found parameters are similar across different
(sub-) data sets. One could investigate if there is a set of optimal
parameters in our domain, or if the parameter optimization process
has to be redone on every data set. One research question could be
to investigate the difference between the default parameters, our
optimized set and the optimum on a different evaluation set.
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