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Modern IT systems have highly distributed and dynamic architectures com-
posed of loosely-coupled services typically deployed on virtualized infrastruc-
tures. Managing system resources in such environments to ensure acceptable end-
to-end application Quality-of-Service (QoS) while at the same time optimizing
resource utilization and energy efficiency is a challenge. The adoption of Cloud
Computing technologies, including Software-as-a-Service (SaaS), Platform-as-
a-Service (PaaS) and Infrastructure-as-a-Service (IaaS), comes at the cost of
increased system complexity and dynamicity. This makes it hard to provide
QoS guarantees in terms of performance and availability, as well as resilience
to attacks and operational failures [8]. Moreover, the consolidation of workloads
translates into higher utilization of physical resources which makes the system
much more vulnerable to threats resulting from unforeseen load fluctuations,
hardware failures and network attacks.

We present an overview of our work-in-progress and long-term research agenda
focusing on the development of novel methods, techniques and tools for the en-
gineering of so-called self-aware IT systems and services1 [6, 4, 7]. The latter are
designed with built-in online QoS prediction and self-adaptation capabilities used
to enforce QoS requirements in a cost- and energy-efficient manner. The current
focus is on performance, availability and efficiency aspects, however, long-term
we are planning to consider further QoS properties such as reliability and fault-
tolerance. Self-awareness, in this context, is defined by the combination of three
properties that IT systems and services should possess:

1. Self-reflective: i) aware of their software architecture, execution environment
and the hardware infrastructure on which they are running, ii) aware of their
operational goals in terms of QoS requirements, service-level agreements
(SLAs) and cost- and energy-efficiency targets, iii) aware of dynamic changes
in the above during operation,

2. Self-predictive: able to predict the effect of dynamic changes (e.g., changing
service workloads or QoS requirements) as well as predict the effect of pos-
sible adaptation actions (e.g., changing service deployment and/or resource
allocations),

1 http://www.descartes-research.net



3. Self-adaptive: proactively adapting as the environment evolves in order to
ensure that their QoS requirements and respective SLAs are continuously
satisfied while at the same time operating costs and energy-efficiency are
optimized.

Our approach to the realization of the above vision is based on the use of
online service architecture models integrated into the system components and
capturing all service aspects relevant to managing QoS and resource efficiency
during operation [2, 10, 7]. In contrast to black-box models, the modeling tech-
niques we are working on are designed to explicitly capture all relevant aspects
of the underlying software architecture, execution environment, hardware in-
frastructure, and service usage profiles. In parallel to this, we are working on
self-aware service platforms designed to automatically maintain models during
operation to reflect the evolving system environment. The online models will
serve as a “mind” to the running systems controlling their behavior, i.e., deploy-
ment configurations, resource allocations and scheduling decisions. To facilitate
the initial model construction and continuous maintenance during operation, we
are working on techniques for automatic model extraction based on monitoring
data collected at run-time [1, 5, 3].

The online service architecture models are intended to be used during opera-
tion to answer QoS-related queries such as: What would be the effect on the QoS
of running applications and on the resource consumption of the infrastructure if
a new service is deployed in the virtualized environment or an existing service is
migrated from one server to another? How much resources need to be allocated
to a newly deployed service to ensure that SLAs are satisfied while maximizing
energy efficiency? What QoS would a service exhibit after a period of time if the
workload continues to develop according to the current trends? How should the
system configuration be adapted to avoid QoS problems or inefficient resource
usage arising from changing customer workloads? What operating costs does a
service hosted on the infrastructure incur and how does the service workload and
usage profile impact the costs? We refer to such queries as online QoS queries.

The ability to answer online QoS queries during operation provides the ba-
sis for implementing novel techniques for self-aware QoS and resource manage-
ment [7, 2, 10]. Such techniques are triggered automatically during operation in
response to observed or forecast changes in the environment (e.g., varying ser-
vice workloads). The goal is to proactively adapt the system to such changes in
order to avoid anticipated QoS problems, inefficient resource usage and/or high
system operating costs. The adaptation is performed in an autonomic fashion
by considering a set of possible system reconfiguration scenarios (e.g, chang-
ing VM placement and/or resource allocations) and exploiting the online QoS
query mechanism to predict the effect of such reconfigurations before making a
decision [2].

Each time an online QoS query is executed, it is processed by means of the
online service architecture models which are composed dynamically after deter-
mining which specific parts of the system are relevant to answering the query.
Given the wide range of possible contexts in which the online service mod-



els can be used, automatic model-to-model transformation techniques (e.g., [9])
are used to generate tailored prediction models on-the-fly depending on the
required accuracy and the time available for the analysis. Multiple prediction
model types (e.g., queueing networks, stochastic Petri nets, stochastic process
algebras and general-purpose simulation models) and model solution techniques
(e.g., exact analytical techniques, numerical approximation techniques, simula-
tion and bounding techniques) are employed here in order to provide flexibility
in trading-off between prediction accuracy and analysis overhead.

Self-Aware Service Engineering [4, 6] is a newly emerging research area at
the intersection of several computer science disciplines including Software and
Systems Engineering, Computer Systems Modeling, Autonomic Computing, Dis-
tributed Systems, Cluster and Grid Computing, and more recently, Cloud Com-
puting and Green IT (see Figure 1). The realization of the described vision calls
for an interdisciplinary approach considering not only technical but also business
and economical challenges. The resolution of these challenges promises to reduce
the costs of ICT and their environmental footprint while keeping a high growth
rate of IT services.
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