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Abstract. Network Function Virtualization (NFV) is the transfer of
network functions from dedicated devices to high-volume commodity
servers. It opens opportunities for flexibility and energy savings. Concrete
insights on the flexibility of specific NFV environments require measure-
ment methodologies and benchmarks. However, current benchmarks are
not measuring the ability of a virtual network function (VNF) to scale
either horizontally or vertically. We therefore envision a new benchmark
that measures a VNF’s ability to scale while evaluating its energy effi-
ciency at the same time. Such a benchmark would enable the selection
of a suitable VNF for changing demands, deployed at an existing or new
resource landscape, while minimizing energy costs.

1 Introduction

Data centers in the United States consumed an estimate of 61 billion kWh
annually in 2006, according to a Berkeley National Laboratory reported to
congress [1]. By 2013, the energy consumption has risen to an estimated 93 bil-
lion kWh. National Resource Defense Council (NRDC) [2] projected the power
consumption to climb to 140 billion kWh by 2020. Roughly 5-10% [1] of this con-
sumed energy is used by networking equipment with its power demand expected
to increase proportionally with the increasing server power demand.

The rise of cloud computing, enabling new products such as Software as
a Service (SaaS), calls for increased flexibility in terms of service locality and
network configuration abilities. The introduction of software defined networking
(SDN) allows for greater flexibility in the network configuration. Yet the network
infrastructure is mostly relying on dedicated appliances with limited flexibility
in locality and scalability.

With growing data centers, the demand for performance in network equip-
ment increases as well. Yet typical service demands are not constant over time
but highly variable [3] and large amounts of resources remain unused when the
system is not under peak load. Virtualization allows the on demand allocation
of required resources to a certain task without a decrease in Quality of Ser-
vice (QoS) or Quality of Experience (QoE). With the introduction of Network
Function Virtualization (NFV) by the European Telecommunications Standards
Institute (ETSI) [4], this trend towards virtualization is applied in the network



domain by replacing dedicated appliances with high-volume commodity servers.
NFVs based on commodity servers might not be more energy efficient than ded-
icated hardware devices when under peak load due to the optimized hardware
within the dedicated network appliances. However, peak load only accounts for
a fraction of the total time the service is available. Combined with the ability to
scale both horizontally and vertically, NFV opens up opportunities for energy
saving and reduced operational costs.

In this paper we describe our vision for scalability and energy efficiency
benchmarking for virtual network functions (VNFs). Different techniques for
auto-scaling in a cloud environment exist [5] today and research is still ongoing.
The introduction of NFV also introduced the ability to scale network functions
horizontally and vertically. This enables network functions to be used in auto-
scaling scenarios in cloud environments. Yet, the differences in scalability of
different or competing VNFs in an NFV environment remains unknown. Dif-
ferent implementations of an otherwise identical network function could behave
differently when scaled. We therefore envision a new benchmark suite that rates
a VNF’s ability to scale horizontally and vertically.

While performance is a key characteristic, energy efficiency gains importance
with the rising demand in flexible networking equipment. An energy efficiency
aware benchmark could show opportunities for energy saving and subsequently
reductions in operational costs. Our main goal for a new VNF benchmark is the
rating of scalability, performance and energy efficiency of VNF implementations
to select and deploy energy efficient VNFs without a decrease in QoS or QoE.
Thus, we not only rate the performance of a VNF when scaled, but combine it
with its energy efficiency for the performance demand.

The remainder of this paper is structured as follows: At first, we give an
outline of the current state of the art. In Sec. 3, we formulate the problem state-
ment of our envisioned scalability and energy efficiency benchmark. Section 4
describes our vision for a new benchmark followed by an approach to realize
such a benchmark in Sec. 5. This includes preliminary methodology and setup
of the benchmark. Finally, Sec. 6 provides a conclusion and an outlook for the
next tasks towards our vision.

2 State of the Art

Huppler motivates the importance of efficiency benchmarks in his work [9] with
many examples of benchmarks, including the Green500 ranking for supercomput-
ers and TPC-Energy [26]. The latter is also the focus of [10], which introduces the
new metric of energy proportionality. Energy proportionality is designed to rep-
resent a system’s ability to adapt to changes in demand. This underlines the need
for different load levels in energy efficiency benchmarking, also described in the
SPEC Power Methodology [8] that is used for the Standard Performance Eval-
uation Corporation (SPEC) Server Efficiency Rating Tool (SERT) [28], Chauf-
feurWDK [29] and SPECpower ssj2008 [27].



There is also a variety of existing virtualization benchmarks like the Stan-
dard Performance Evaluation Corporation (SPEC) VIRT SC 2013 [23], TPC-
VMS [24] and TPCx-V [25]. However, these benchmarks are measuring the per-
formance of a workload together with the virtualization technique and software
stack. In contrast, we intend for our benchmark to be independent of the virtual-
ization technique, software stack and hardware, to increase its range of possible
applications and making different VNF implementations directly comparable.

Lange et al. [14] also states VNFs are more regularly used in higher ab-
straction levels, especially when used inside cloud environments. In addition,
complexity and concurrency increase as well, due to the abstraction and interac-
tions with other network functions. Subsequently the complexity of performance
benchmarks for VNFs will also rise in complexity. Yet, our focus is not on the
sole performance of VNF. A methodology for performance benchmarking net-
work devices was already published as RFC 2544 [16] in 1999 and extended by
RFC 6201 [17] and RFC 6815 [18]. In [15], the authors analyzed the performance
of a single VNF (virtual router) and identified four performance bottlenecks. The
relevance of these bottlenecks for other VNF types is questionable as only a single
type was evaluated.

The expired RFC draft [20] made an early effort towards a VNF performance
benchmarking methodology. It is listing required documentation and reporting,
such as CPUs, caches, storage system, hypervisor and others. It also categorizes
benchmarks in a 3x3 matrix for deployment, operation and de-activation of
VNFs. A second, also expired, RFC draft [19] provides a testbed setup for VNF
benchmarking. Yet, it also focuses only on performance.

In [6], Herbst et al. describe elasticity as the autonomic provisioning and
deprovisioning of resources, such that the provided resources always match the
demand as closely as possible. For a system to be elastic, it must be either hori-
zontally or vertically scalable. A horizontally scalable system provisions and de-
provisions more virtual or physical machines to a task to accommodate changes
in resource demand. A vertically scalable system must be able to allocate more
computing resources (i.e, CPU cores, memory size and network I/O) to an ex-
isting machine. An elastically managed system can be in three states, shown
in Fig. 1. If the resource demand (red) is higher than the resources currently
supplied (blue), the system is in an underprovisioned state Un for the duration
An. In case the resource supply is higher than the demand, the system is over-
provisioned On for time Bn and has more resources than needed. If the system
is neither overprovisioned nor underprovisioned, it is in an optimal state for a
given demand.

3 Challenges

For a new scalability and energy efficiency benchmark, specifically built for VNF
benchmarking, we identify four main challenges based on Sec. 2. While the per-
formance of a VNF can also be dependend on its location, our benchmark should
measure the performance of a VNF itself. Its score should not reflect the solution



Fig. 1. Resource over- and underprovisioning [6]

to placement problems, such as the ones shown in [21] and [22]. The challenges
we want to address stem mainly from the variety of application domains a VNF
can be deployed in and from the ever increasing abstraction and complexity:

1. As mentioned, VNF implementations should be directly comparable. There-
fore the performance of the VNF must be isolated from the underlying soft-
ware stack, virtualization and hardware. This includes research on metrics
that can represent a VNFs performance independently from these factors.
Yet, it should be taken into consideration that full isolation might not be
possible. In this case, a fixed reference virtualization technique could be se-
lected to keep the benchmark’s relevance and fairness.

2. We intend to empirically show the correctness of our benchmark. Therefore
a selection of VNFs must be made that not only shows that the benchmark
works but is also representative to a wide variety of possible VNFs under
test. As VNFs can differ significantly depending on the domain, different
evaluation groups could be formed. For example a Carrier Grade Network
address translator (CGN) might be relevant to an Internet Service Provider
(ISP) but less relevant to a video streaming service provider. Finding suitable
VNFs is therefore necessary for empirical evaluation and can also aid in
showing the benchmark’s generality or limitations.

3. VNFs come in many types, all needing a special setup and configuration
for traffic generation and validation. VNFs can have different numbers of
sources (s) and receivers (r), as shown in Fig. 2. These range from simple
configurations with a single source and receiver to VNFs that require multi-
ple sources or receivers. A n : m relationship between sources and receivers is
also possible as a combination of the two rightmost examples in Fig. 2. VNFs
could also alter the traffic flow in form of a firewall, which blocks packets, or
a Network Address Translator (NAT), changing the packet header informa-
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Fig. 2. Different VNFs with different needs for configuration and validation

tion. The list is not exhaustive nor final and a VNF might not exclusively
belong to a single category. Yet, it shows the complexity in potential setups
that must be handled by the benchmark.

4. Regarding vertical scaling, it is not known in advance which step size for
resources should be used when scaling. For horizontal scaling, it is a question
of how many resources should be allocated to each instance. This could be
left to the benchmark user or defined by the benchmark methodology. If left
to the user, the step size and allocation size might get optimized to his or
her use case and might reduce comparability of results. If it is defined by
the methodology, it is questionable if all possible VNFs can be represented
and would further increase the challenge of finding relevant VNFs or VNF
groups with predefined step sizes, able to indicate a VNF’s behavior when
scaled.

4 The Vision of a Scalability and Energy Efficiency
Benchmark

Our envisioned benchmark includes two main goals. The first is measuring the
vertical and horizontal scalability of a VNF. The second goal is measuring a
VNF’s energy efficiency when scaled. To make the benchmark versatile for a
wide audience, it should be able to handle a large variety of VNFs with different
needs on traffic generation and validation. We envision a benchmark that is
agnostic to the VNF that is under test and can be freely configured. For our
benchmark we focus on the following resource types as they can largely influence
scalability, performance and power consumption and therefore energy efficiency:
i) number of CPU cores, ii) size of main memory, iii) filesystem I/O bandwidth
and iv) network bandwidth. Other metrics that are not mentioned can also be
taken into consideration, depending on future research.

Measuring a VNF’s ability to scale allows selecting the best performing VNF
for an existing infrastructure by matching it to the available resource landscape.
If for example only a single but powerful system is available, a vertically scalable
VNF implementation could be deployed, while an environment with many but



less powerful machines might be better suited for a horizontally scalable VNF.
The user can therefore deploy a VNF implementation that suits its available
resource landscape and achieve optimal performance when the VNF needs to be
scaled. Measuring the scalability and the corresponding performance is also the
first step to our second goal.

Adding energy efficiency to the benchmark allows the user to select a VNF
that is most efficient for the given task. This allows energy savings and in turn
reduces operational costs. Measuring not only the scalability but also the energy
efficiency widens the audience for the benchmark. It can be applied by SaaS
providers to select the most energy efficient VNF for their offerings but can also
allow Infrastructure as a Service (IaaS) users to select a VNF implementation
that is scalable within the provided resource landscape. An example use case is
shown in Fig. 3. Three different VNF implementations with identical functions
are measured and the results are stored in a database. The scalability demand by
the customer and the efficiency demand are shown as the horizontal line. While
VNF 1 satisfies the customers demand, it is not suited for the service provider.
VNF 3 on the other hand is the best solution for the provider but not for the
customer. Yet, service provider and customer can both agree on the second im-
plementation as a compromise. This shows, that results from such a benchmark
can also be used to reach agreements between providers and consumers for a
VNF that suits both needs, the customer’s need for satisfactory performance
and the provider’s for minimizing cost.

5 Planned Approach

We have planned the following approach to achieve our vision of a scalability and
energy efficiency benchmark for VNF. It consists of a benchmark methodology
based on existing power and energy efficiency benchmarks and tools. We also
show a preliminary benchmark setup for our approach. The term configuration
used in the following section describes the amount of instances of a VNF for hori-
zontal scaling and the number of different setups in the form of allocated network
bandwidth, CPU count, main memory, filesystem I/O and network bandwidth
for vertical scaling.

5.1 Methodology

Our methodology consists of two distinct parts and aims to comply with key
characteristics for benchmarks, described in [7]. First, we describe the energy
efficiency methodology, followed by the scalability methodology.

Energy Efficiency For our work, we base our energy efficiency methodology on
the SPEC Power Methodology [8]. Existing work has shown that this methodol-
ogy ensures high accuracy for power measurements [12] and supports the char-
acterization of system power over multiple load levels [13]. The goal is the power
measurement in a steady-state at multiple load levels. DC Power is measured



Fig. 3. Scalability and Energy Efficiency Example Use Case

at the Server’s power inlet. Loads used by the benchmark must have the char-
acteristics of transactional benchmarking loads. In the context of performance
benchmarking, we consider any load that consists of work packets with a clearly
defined and measurable start and end time to be transactional. Transactionality
of loads enables multiple benchmark features, such as throughput measurements,
load calibration, and more. The System Under Test (SUT) is first calibrated to
determine its maximum throughput. To achieve calibration, load is generated at
a level that is guaranteed to exceed the SUT’s capacity and the SUT’s through-
put is measured. The recorded throughput, averaged over multiple calibration
intervals, is assumed to be the maximum (100 %) load level achievable by the
SUT. Lower load levels below 100 % are reached by adding random exponen-
tially distributed waiting times between transactions. The mean delay is chosen
so that the target transaction rate corresponds to the load level. Figure 4 shows
an example of an efficiency measurement according to [8] with the calibration
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Fig. 5. Example result from an energy efficiency measurement with four load levels

and three load levels. All measurement intervals as well as the calibration have a
pre- and post-measurement phase to allow the SUT to reach steady-state before
measurements begin.

Figure 5 shows an example result from an energy efficiency measurement of
a control plane VNF (SDN controller) for four different load levels, demonstrat-
ing the practical applicability of the envisioned approach. Results from mea-
surements with our methodology should also include reporting requirements on
which configuration was tested under what load. The figure shows that the VNF
under test consumes different amounts of power for each of the load levels. As
performance of the load levels varies by design, the resulting energy efficiency
(the ratio of performance over power) differs as well.

The environmental conditions of the benchmark can have a significant im-
pact on the power consumption of electrical devices. E.g., a hot environment
would need more powerful cooling systems drawing more power. As a result, it
is necessary not only to measure the power consumption but also the environ-
mental temperature. The temperature for air cooled server systems is measured
not more than 50 mm from the air inlet as described in [8].

Scalability We currently plan to express a VNF’s scalability as the ratio between
its maximum performance and used resources. For horizontal scaling, used re-
sources is the number of instances deployed and running. Vertical scaling uses



CPU count, main memory, I/O bandwidth and network bandwidth as the scaled
resource. In addition, a combination of resources might be possible, such that
main memory and CPU count are scaled at the same time. Yet, benchmarking
all possible resource combinations could increase the number of configurations
and subsequently the benchmarks runtime significantly. Hence, we see the need
to let the benchmark user select the resources that are scaled under well defined
rules to achieve optimal results for the VNF under test. The resources selected
must then be documented and combined with the benchmark results to keep
them comparable. The benchmark should also include the scalability results for
the four resources mentioned in Sec. 4 as a baseline to all benchmark runs.

As energy efficiency is measured simultaneously with scalability, the correct
distribution of load levels across the different configurations becomes an impor-
tant factor. We identified three different possibilities to distribute the load levels
over all configurations as shown in Fig. 6:

A) The first option is to distribute all measured load levels equally across all
possible configurations and calibrate only once at the configuration with the
highest performance. In the example in Fig. 6, each possible configuration has
an equal number of load levels that are determined by the single calibration
C0. This keeps the benchmark runtime low, as only a single calibration has
to be performed. Yet, this option has some drawbacks. First, if the number
of configurations is not fixed in the benchmark, the number of load levels
varies as well. This reduces the comparability between different VNF im-
plementations that are measured with a different number of configurations.
Even if the number of configurations is fixed, it cannot be guaranteed by the
benchmark that the load levels for a specific configuration are representative.
Second, in the example, the peak load for the second configuration is not
measured. Neither by L2 nor L3. Also L4 overloads the third configuration
and possibly invalidating the measurement for this load level.

B) The second option is to have a fixed number of load levels per configuration
and calibrate each configuration. The load levels are distributed according
to the SPEC measurement methodology [8], based on the calibration for
the specific configuration. While this option avoids the second problem of
not measuring peak load or overload of a configuration, this option also has
drawbacks. In the example shown in Fig. 6, each configuration has three load
levels, full load, 66 % and 33 %. For the first configuration, L1 is below the
maximum performance of the second configuration and L2 is near the full
load of configuration three. These load levels are not necessary for elasticity
(see Sec. 2) as the system should adapt to the performance demand and will
not operate in an overprovisioned state, elongating the benchmark’s runtime
unnecessarily.

C) The third option is to distribute a fixed number of load levels between the
calibrated full load of the current configuration and the next smaller (less
peak performance) configuration. In our example (Fig. 6), the load levels for
the first configuration are distributed between the calibration C0 and C1. For
the second configuration the load levels are between C1 and C2. The config-



uration with the lowest maximum performance will distribute its load levels
between its calibration (C2 in the example) and the idle state (L8). This
removes unnecessary load levels and increases the relevance with more load
levels. Yet, it introduces an idle measurement at the lowest configuration.

Of the three introduced options for load level distribution among different
system configurations. We discourage the first option A) with the most draw-
backs in favor of either option B) or C). Between B) and C), we see the latter
as the most promising option with the least drawbacks that does not include
possibly unnecessary measurements that, in return, might not be relevant to the
benchmark user.

5.2 Setup

The envisioned setup of our benchmark consists of at least the following com-
ponents: i) experiment controller, ii) load generator, iii) traffic receiver and
validator, iv) power analyzer, v) temperature analyzer and vi) SUT. Option-
ally, a meter controller can also be used for managing the dedicated power and
temperature measurement devices. Each component can be seen in Fig. 7.

The experiment controller starts and stops the measurements. It collects
all data from the involved components and compiles the final report. Commu-
nication takes place in a dedicated control network so measurements are not
disturbed.

The load generator produces traffic that matches the load level that should be
measured and network related configuration, such as packet size, packet content
and protocol that must be used to stress the VNF under test. It also distributes
the traffic to all instances of VNFs deployed for measurement. Even though a
dedicated load balancer is possible, we discourage using a load balancer not de-
livered together with the benchmark to keep the benchmark reproducible. An
optimized load balancer could skew the results in favor of a specific VNF imple-
mentation, especially if the load balancer and its configuration is not publicly
available for other users to reproduce and verify the results.

After the traffic has passed through the SUT, it must be validated to check if
the VNF performed the operation according to specification. This is done at the
traffic receiver and validator component. Both, the load balancer and validator,
must be configurable to match the VNF that is under test appropriately.

Power and temperature measurements are performed with dedicated mea-
surement devices deployed at the test site. They are either connected directly to
the experiment controller or an optional meter controller if required.

The setup of the SUT varies. It depends on how many instances are deployed
and on how many hypervisors or physical machines they are distributed. This
changes over the course of a benchmark run as the system is scaled. Therefore,
we do not specify any general setup restrictions.



Fig. 6. Options for scalabilty and energy efficiency load level distribution across mul-
tiple configurations



Fig. 7. Envisioned benchmark setup

6 Conclusion and Next Steps

In this work, we present a new benchmark for scalability and energy efficiency
specifically for VNFs. Such a benchmark can give customers and service providers
a rating to select a VNF implementation that fits their need. We presented
current work on VNF benchmarking and its methodology as well as virtualization
and energy efficiency benchmarks. Based on the current work, we identify four
key issues due to rising complexity and abstraction in a cloud environment, but
also the flexibility of VNFs and the domain they are used in. We present our
vision and the approach to measure and quantify energy efficiency and scalability
in a single benchmark together with the proposed setup.

To proceed towards our vision, we first must resolve the identified issues in
Sec. 3. The first step is to find an abstraction of the software stack, virtualization
and hardware to make VNF implementations comparable with each other. If this
is not possible, all supporting systems must be accounted for in the benchmark’s
methodology. From this basis we can further proceed to build our methodology
and resolve the remaining problems and technical issues on the way towards our
vision.
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