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1 Introduction

A Wireless Sensor Network (WSN) is an infrastructure of physically separated sensor nodes that
communicate through wireless network technology. Sensor nodes in this context are typically
low cost highly integrated embedded devices with limited power carrying out sensing and data
processing tasks. They typically consist of a power source, a processing unit, a sensing unit and a
radio transceiver for node-to-node communication. Restrictions on deployment capabilities and
energy available in the target environment impose strong limits on hardware features of sensor
nodes and power consumption. The resulting limits on available computational performance and
communication abilities are the main characteristics of WSNs.

Due to advances in wireless communication and in the miniaturization of electronic compo-
nents, sensor network technology has grown rapidly during the last few years. The development
of large scale sensor networks offers economically viable monitoring solutions for a wide range of
applications including home, industry and environment control.

WSNs are increasingly considered for critical applications like surveillance of critical infras-
tructures, control of medical equipment or fast provisioning of reliable communication networks.
In such areas, WSNs must be resistant against accidents and human error but also against tar-
geted attacks. Hence WSNs must also feature security mechanisms such as device authentication,
secure routing and secure bootstrapping. Reaching strong security on the one hand and the de-
sign and implementation of lightweight security mechanisms suitable for resource constrained
devices on the other hand is a challenging task, and still subject of ongoing research.

Generally wireless networks are prone to security attacks since the nature of wireless commu-
nication easily allows eavesdropping and alteration of messages. Moreover, deployment of WSNs
in a field where sensor nodes have to operate unattended assume that an adversary has physical
access to sensor nodes and is able to launch physical attacks. Although different schemes have
been proposed to encounter threats to confidentiality and integrity of data transmitting over the
network, vulnerability of sensor nodes to physical compromise has not been well investigated yet.

1.1 Objectives and Outline

The goals of this project is to study the state-of-the-art of WSNs and to propose an integrated
solution for a Trusted Embedded Secure Operating System (TeSOS) consisting of the architecture
design for sensor nodes and lightweight security concept for a WSN.

We call the project TeSOS throughout this document. TeSOS consists of the following parts:

(1) WSN design overview.
(2) Security objectives and requirement analysis.

(3) Investigation of related work on WSN security, hardware architectures and open-source
operating systems.

(4) Analysis of related work in order to identify if existing literature covers all required by
TeSOS aspects.



(5) Developing of new protocols/mechanisms/paradigms in case if existing literature does not
provide all required solutions to satisfy TeSOS security requirements.

(6) Developing an integrated concept for secure WSNs based on the preceding analysis.

This document is structured as following: Chapter 2 gives an overview on the common WSN
design approaches and deployment strategies. Chapter 3 defines security objectives and analyses
security requirements specific for this project. Chapter 4 provides the study of the related work
on WSN security aspects. Chapter 5 concerns current microprocessor-architectures in order to
clarify their applicability for secure WSNs. Chapter 6 analyzes the related work presented in
Chapter 4 and concludes if existing literature covers all required by TeSOS security aspects.
When required, new protocols/mechanisms/paradigms will be developed and introduced in this
chapter. Chapter 7 provides comparative study of the nowadays operating systems for embedded
systems. Chapter 8 integrates preceding results into a single integrated solution for secure WSN.

1.2 Sample Application Scenarios

Possible scenarios for TeSOS WSNs are listed below:

1. Monitoring of public places, temporary or permanent. Temporary monitoring is needed
during high risk events, e.g., demonstrations, open air concerts. Permanent monitoring is
required in crowded places such as airports, train stations and stadiums.

2. Border control, i.e., anti-intrusion perimeter systems to provide alerting and intrusion
blocking facilities for important, vital, or restricted regions an areas (e.g., shipping detection
and surveillance at the European coastline).

3. Situational monitoring systems, which enable the ability to identify, process and compre-
hend the critical information about an incident (e.g., a system to detect certain bioterrorism
agents in air or water).

All listed applications focus on detecting crucial events, location sensing and object tracking.
Some of these applications require permanent deployment of WSNs (e.g., border control), the
others should be deployed on-demand (e.g., monitoring of high-risk events). Permanently de-
ployed WSNs may be statical, while on-demand deployed networks should be highly scalable,
extensible and self-organizing. Although functional requirements to these applications can differ,
they have similar requirements on enhanced security and high network reliability.

1.3 Milestones

Milestone Module Work Package
1 - October 2009 Kick-Off Workshop -
2 - January 2010 M1 - Assumptions and Goals -
M2 - Related Work -

3 - March 2010

M3 - Hardware Evaluation WP1
M4 - TeSOS Analysis WP2
4 - November 20101 /= ¢ poalnation WP3
5 - January 2011 M6 - Integration WP4



2 General WSN Design

WSNs can be used in many different scenarios. This results in several different design approaches,
deployment strategies and operational requirements. Here we describe possible network structure,
architecture and topology, explain typical life cycle of WSNs and provide a definition for security
objectives that are fundamental for WSNs.

2.1 WSN Architectures

WSNs can be distinguished according to their architecture as clustered (also named as hierarchi-
cal [cY05]) and non-clustered (also referred as distributed [¢Y05], decentralized [SWAG07]| and
flat [IAFNT08]). Both, clustered and non-clustered WSNs, usually have a single central node to
collect information from sensor nodes. This central node is often referred as Base Station (BS)
and typically serves as a gateway to another network, a powerful data processing or storage
center, or an access point for a human interface.

Figure 2.1 illustrates information flow in networks of both categories. A clustered WSN [YYA02]
consists of clusters where special devices, so-called Cluster Heads (CHs), are typically used as
fusion points for aggregation of data within clusters. They carry out in-network data processing
in order to reduce the amount of data that is actually transmitted to the BS. Clustering can
be purely static, when once elected, cluster heads serve for the entire lifetime of the network,
or dynamic, when role of CH is periodically rotated randomly among all nodes, as proposed in
LEACH [HCBO00]. Dynamic clustering is applied to ensure that energy resources of all nodes will
be exhausted at about the same time, so minimum efforts are required to replace empty batteries
with new ones.

In contrast to clustered WSNs, non-clustered networks feature device nodes of equal func-
tionality.

As clustered WSNs provide more powerful nodes, called "Base stations", in most cases it
is not necessary for the sensor nodes to provide their own in-network data processing, in spite
of it would be possible for them to simple process their data, even if they are not that high-
performance, compared with the base stations.

Such approach may result in performance degradation when applied to large scale WSN
due to overhead of sensor nodes located near to BS. The non-clustered architecture is typically
used due to the limited physical access to the target area. The device nodes are scattered
randomly in the target area so that the location of individual nodes cannot be determined prior
to deployment. In other cases, if the physical absolute or relative location of device nodes
is known prior to deployment, this knowledge can be used to optimize key management and
communication patterns, often resulting in a clustered WSN architecture.

2.2 WSN Structures

Beside architecture differences, WSNs can differ with regards to capabilities of sensor nodes [MR04].
Networks consisting of identical sensor nodes in terms of battery energy and hardware complex-
ity introduce type of networks with homogeneous structure. Networks, where resource-rich and
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Figure 2.1: Information flow in a WSN with a) clustered architecture; b) non-clustered architec-
ture.

resource-constrained nodes are used, introduce a second type of networks referred as heteroge-
neous. The motivation to use heterogeneous networks is that more complex hardware and extra
battery energy can be embedded only in CH nodes, thereby reducing the hardware costs of the
rest of the network [MRO04]. However, fixing the cluster head nodes means that rotation of CH
role is no longer possible. Consequently, there always exists a non-uniform energy drainage
pattern in the network.

2.3 WSN Topologies

In WSNs, energy constraints dictate the need to reduce power of wireless transmitters resulting in
small communication coverage of the sensor nodes. To deliver data packages to distances longer
than the radio range of a single node, wireless sensor nodes cooperate employing multi-hop
communication. Many nodes in the sensor network acts as repeaters, thereby reducing the link
range coverage required and, in turn, the transmission power. Such repeating nodes are called
routers or Full Function Devices (FFDs), while nodes without abilities to forward messages
through the network are referred as measuring nodes or Reduced Function Devices (RFDs).
There are two basic multi-hop network topologies, tree and mesh, as depicted in Figure 2.2.

2.3.1 Tree Topology

The tree network topology follows a hierarchical pattern, as illustrated in Figure 2.2a. Routers
play the role of parents for other routers and measuring nodes in the next level of hierarchy.
With tree topology, each node maintains a single route to the destination point. Hence, such
a topology suffers from single point failure problem: If one router goes down, all routes relying
on it become broken. Moreover, wireless networks with tree topology have other shortcomings.
First of all, inefficiency of point to point communication is typical for tree-based networks: In
cases where source and destination nodes are organized in two branches of the tree, data message
is always forwarded via root of the tree. E.g., the route from the source node to the destination
node in tree-based network illustrated in Figure 2.2a includes 4 hops, while mesh-based network
with similar layout could provide 2 hop route, as can be seen in Figure 2.2b. Second, tree-based
wireless networks do not scale well due to topology features imposing bottle-neck problem with
increasing of network size. For instance, the root of the tree (Base Station in Figure 2.2a),
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Figure 2.2: Multihop network topologies: a) Tree topology b) Mesh topology

will experience significant overload since it should forward all messages between nodes located
in different tree branches. Third, addressing schemes applied in tree-based networks have a
drawback of free network address space exhausting [CRMT07].

While featuring the number of disadvantages, tree-based networking does not require signif-
icant energy, memory and computational resources due to simplicity of routing protocols. Tree-
based network topology can be effectively used for small or middle-size networks for applications
which do not require high network reliability.

2.3.2 Mesh Topology

In mesh network, routers have communication link with all other routers in wireless range,
as depicted in Figure 2.2b. Measuring nodes have single communication link with one of the
selected routers in radio range, direct communication between two RFDs is not possible. The
mesh network topology eliminates problems typical for tree topology. It provides redundant
routes: Nodes maintain multiple routes to the destination point, so that if one router node goes
down, the network automatically reroutes the data. For instance, a message from source node to
destination node depicted in Figure 2.2b can be delivered either via shortest route consisting of
two hopes, or via alternative route, if forwarding node in shortest route becomes unavailable. As
result, mesh-based networks provide robust infrastructure for data flows and feature high system
reliability.

Mesh-based networks also demonstrate better efficiency: Routing protocols search for the best
available route to destination node. It is not always the shortest one: Depending on metrics used
for route cost calculation, routing protocols might take into account quality of communication
links and current workload of routers. Latter metric helps to avoid bottle-neck effect when
network size is increasing. Hence, good efficiency and high scalability are features of networks
with mesh topology. However, the price for improved abilities of mesh networking is complex
routing protocols that require more energy and hardware resources available on the routers.

2.3.3 Mixed Topologies

Trade-off between functionality and costs can be achieved by mixing both tree and mesh network
topologies. It can be done in networks with clustered architecture by using different topologies
inside clusters and for communication among CHs. For instance, cluster heads could support
mesh communication while inter-cluster communication may be tree-based.
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2.4 Life Cycle of Wireless Sensor Networks

WSNs with different topologies and architectures feature similar life cycle which can represented
as shown in Figure 2.3.

Design In the design phase, the device nodes are produced and assembled.

Initialization In the initialization phase, device nodes are programmed according to the re-
quired WSN layout and purpose.

Deployment In the deployment phase, device nodes are deployed in the target environment.

Network Setup After deployment phase, on first activation, the WSN enters the network setup
phase. This phase can be used by device nodes to discover communication peers, negotiate
cryptographic keys and initialize any other services required for WSN operation.

Operation In this phase, the WSN is operational, i.e., the system works to fulfill its intended
purpose within the target environment.

Upgrade Part or all of the WSN enter the upgrade phase if a modification of the deployed WSN
interrupts normal operation. Examples for such modifications are adding hardware nodes
or distributing software updates.

Undeployment In the redeployment phase, nodes are collected from the environment of the
previous deployment.

Note that, since elimination of WSN components must be expected at any time during
operational or upgrade phase (e.g., due to battery failure), there is no need to explicitly model
a (partial) shutdown of the WSN. Similarly, the physical replacement of device nodes (due to
malfunction or upgrade) can be modeled through the node elimination and subsequent upgrade
of the WSN.

2.5 Security Objectives of Sensor Networks

In the following we provide a short description of the security objectives that are fundamental

for every WSN. Security objectives address the protection of assets, i.e., security-critical objects
of a WSN.

Integrity ensures that the asset is protected against unauthorized alternation (and refers to the
ability to confirm that the asset has not been tampered with or modified).

Authenticity ensures that the asset is genuine, i.e., originates from legitimate entity.

Confidentiality ensures that the asset is protected against unauthorized access.

10



Availability ensures that the asset is always accessible for legitimate purposes.
Freshness ensures that no out-of-date version of the asset has been replayed.
Unclonability ensures that the asset cannot be copied.

Anonymity ensures unlinkability of the asset and its origin.

Security aspects of different applications differ, thus depending on particular application
scenario security objectives may vary. Some application scenarios require to consider all security
objectives listed here while security requirements of other applications may be fulfilled with the
subset of these objectives.

11



3 Security Considerations (M1)

In this chapter, we consider the security aspects that are specific to the application scenarios
targeted by the TeSOS project.

3.1 Problem Definition

This section describes the security-related aspects of the operational environment in which se-
cure Wireless Sensor Networks (WSNs) are to be used. This includes the definition of the
security-critical information to be processed in this context (Section 3.1.1), the assumptions
made (Section 3.1.2), the adversary model (Section 3.1.3), and typical threats against WSNs
(Section 3.1.4).

3.1.1 Assets

Assets in a WSN can be particular kinds of data in the network (data), general information
about the WSN and its components and operation (meta-data), or certain devices and services
of the WSN. The identification of assets is used to formulate typical threats against WSNs in
Section 3.1.4 and to define the security objectives of a secure WSN in Section 3.2.

WSN. Application.Data Measurements of individual devices of the WSN or intermediate
results stored locally for aggregation/processing within the WSN.

WSN.Location.Data Information of the physical location (coordinates) of a sensor or a subset
of sensors of the WSN.

WSN.Control.Data Information that serves the general operation, synchronization, and
signaling within the WSN. Examples of WSN control data are timing and interval data, power
consumption management, routing information, and commands that induce specific actions of
sensor nodes.

Sensor.Code All software and firmware that is stored on a sensor. Examples are the operating
system of sensor nodes, custom applications, and software updates sent over the network.

Sensor.Metadata Metadata of employed hardware and software of a sensor node. Examples
are node identifier, vendor, product and version numbers as well as information about software
patch levels and employed algorithms.

Sensor.Configuration  Software and firmware configuration of a sensor node. Examples
are the configuration of operating system and provided services as well as parameters for key
management and communication behavior.

We do not consider individual network nodes as primary assets since WSNs are typically
designed to tolerate fault and even compromise of one or several network nodes. However,
primary assets residing on a particular node can be affected when the node is attacked.

12



3.1.2 Assumptions

In the following, we document the assumptions that have been agreed upon for the TeSOS project.
We describe the security aspects of the environment in which the secure WSN will be used or is
intended to be used, including information about the intended usage, possible limitations of use,
as well as physical, personnel, and connectivity aspects.

WSN.Devices The sensor network is heterogeneous, i.e., it consists of a single Base Sta-
tion (BS) and two types of sensor nodes with different (hardware) capabilities, named Big
Node (BN) and Small Node (SN).

WSN.Topology The sensor network features a hierarchical structure of clusters, where each
cluster consists of one Big Node (BN) and several Small Node (SN). Basically, SNs communicate
primarily with a specific BN, their Cluster Head (CH), and the BNs maintain communication
with the Base Station (BS) and other clusters. Each cluster consists of a single BN and 5 to 50
SNs.

WSN.Routing The BNs communicate primarily with the BS using mesh-networking with
other BN if required. Small Nodes (SNs) normally communicate directly with their desig-
nated Cluster Head (CH), i.e., in normal mode they employ one-hop communication, but mesh-
networking is also supported as fall-back mechanism if the designated CH is not reachable.

WSN.Size The total number of devices in the WSN does not exceed N = 1000 nodes.
WSN.Deployment The location of each WSN node is known prior to deployment.
WSN.Location Each node is aware of its relative or absolute location in the WSN.

WSN.Dynamics TeSOS WSN is not dynamic, i.e., we assume that BNs and SNs have static
positions after deployment unless manipulated by the adversary.

WSN.dataDelivery We assume periodic data delivery model with a single collection endpoint.
Sensor nodes report measured data periodically to a single BS.

Nodes.Resources The BS has hardware resources compared to a Personal Digital Assis-
tant (PDA)/Smart Phone. The BNs possess sufficient hardware resources to run multi-task
operating system and regularly execute asymmetric cryptographic operations such as Elliptic
Curve Cryptography (ECC), as well as state of the art symmetric cryptography. SNs have less
computational resources and support only symmetric cryptography like hash functions, block
ciphers, and stream ciphers.

Nodes.Hardware The hardware used in the WSN works according to its specification.

Nodes.Software The operating system and programs that run on the WSN nodes are imple-
mented correctly. They are not malicious unless specified otherwise.

Nodes.Crypto The hardware used for the BNs optionally supports accelerated symmetric and
asymmetric cryptography and a Pseudo-Random Number Generator (PRNG).

Nodes.PUF The hardware of BNs and SNs optionally also integrates a Physically Unclon-
able Function (PUF), a device-characteristic tamper-evident one-way function in hardware that
cannot be simulated by the adversary.

3.1.3 Adversary Model

The adversary model defines the computational and storage capabilities of the adversary, i.e.,
the logical party that may want to violate security objectives of a WSN. These capabilities are
used to derive the attack classes the adversary can launch. As proposed in [FB08|, we represent
adversary’s capabilities as a set of values on the three dimensions Intervention, Presence and
Duration:

Intervention defines attacks the adversary can apply.
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1. Passive outsider. The adversary can eavesdrop on radio transmissions.

2. Active outsider. The adversary can eavesdrop on radio transmissions, but also inject
bits in the channel and replay previously overheard packets.

3. Resource constraint insider. The adversary can eavesdrop on radio transmissions,
inject bits in the channel and replay previously overheard packets. Moreover, an
adversary is able to capture honest sensor nodes, tamper with their hardware and
compromise cryptographic material.

4. Resource powerful insider. The adversary can eavesdrop on radio transmissions, inject
bits in the channel and replay previously overheard packets. Also, an adversary is
able to capture honest sensor nodes, tamper with their hardware and compromise
cryptographic material. Moreover, an adversary can introduce malicious nodes which
are more powerful in terms of energy and computational power than network nodes,
e.g., lap-top class devices.

Presence defines the scale of attack and location where it is applied.

1. Local. The adversary affects a limited area of the network, e.g., radio transmissions
within a limited radio range, or a small connected subset of sensors.

2. Distributed. The adversary affects several disjoint limited areas of the network, i.e., he
can eavesdrop radio transmissions in different locations within a limited radio range,
or he can affect small subsets of nodes distributed overall network. All adversarial
nodes are able to communicate via out-of-band channels.

3. Global. The adversary affects all nodes in the network. All adversarial nodes are able
to communicate via out-of-band channels.

Duration describes time available to the adversary for launching the attack.

1. Short time. The adversary has short time ad-hoc access to a WSN during it’s operation
excluding initial WSN deployment phase.

2. Long time. The adversary has long time access to a WSN during it’s operation
excluding initial WSN deployment phase.

3. Life time. The adversary has possibility to launch attacks as long as he needs and at
any time, even during initial WSN deployment.

In context of TeSOS we consider a resource powerful insider with distributed presence and
long time access to the network. Particularly, we consider an adversary with unlimited access to
WSN during its operational phase, who can perform any attacks against sensor nodes and WSN
communication links. The adversary can eavesdrop on radio transmissions, inject bits in the
channel, and replay previously overheard packets. Also, an adversary is able to capture honest
sensor nodes, tamper with their hardware and compromise cryptographic material. Moreover,
the adversary can introduce malicious nodes which are more powerful in terms of energy and
computational capabilities than legitimate sensor nodes. Multiple small connected subsets of
adversarial nodes can be distributed overall network and are able to communicate via out-of-
band channels and can use all compromised cryptographic secrets. However, we assume the
following limitations on the adversary’s capabilities:

ADV.OperationalPhase Physical security is provided during deployment, initialization and
up