ABSTRACT
Autoscaling is a task of major importance in the cloud computing domain as it directly affects both operating costs and customer experience. Although there has been active research in this area for over ten years now, there is still a significant gap between the proposed methods in the literature and the deployed autoscalers in practice. Hence, many research autoscalers do not find their way into production deployments. This paper describes six core challenges that arise in production systems that are still not solved by most research autoscalers. We illustrate these problems through experiments in a realistic cloud environment with a real-world multi-service business application and show that commonly used autoscalers have various shortcomings. In addition, we analyze the behavior of overloaded services and, based on our findings, outline arising problems for autoscalers. Generally, we analyze that these challenges are only insufficiently addressed in the literature and conclude that future scaling approaches should focus on the needs of production systems.
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1 INTRODUCTION
Autoscaling has been a vital research topic since the beginning of the cloud computing era [6] and has high relevance in several subdomains, such as serverless computing [1] or fog computing [49]. In general, scaling refers to the task of dynamically provisioning computing resources under varying load. Scaling has to be automated in modern cloud environments with highly dynamic and complex workloads [28]. Moreover, scaling has a major impact on the business value of cloud software as it affects both operating costs and customer experience. An optimal autoscaler is able to minimize costs as well as violations of service level objectives (SLO).

Autoscaling solutions in the industry, for example, offered in public clouds, like Google Cloud Engine [20], Microsoft Azure [9], or Amazon Web Services [42], are often relatively simple and rely on user-defined scaling rules (e.g., CPU utilization thresholds). The default autoscaling behavior for Kubernetes, a widely-used container orchestrator, is also based on a simple scaling rule assuming a linear relationship between the supplied resources and the target metric [8]. In a recent survey on autoscaling of web applications [47], over 100 autoscalers proposed in the literature were evaluated. These autoscalers are usually more complex, employing mechanisms based on concepts from queueing theory, fuzzy methods, control theory, reinforcement learning, and more. In general, we observe a big difference between state-of-the-art autoscaling in research papers and production systems. Consequently, the question of why the majority of research autoscalers are not deployed in practice arises.

To address this question, we state six core challenges that autoscalers face in modern production systems covering conceptual, technical, and non-functional requirements. These challenges are illustrated through experiments with a real-world multi-service business application (based on Java and Spring microservices) running different realistic workloads. A cluster with a representative hardware and software technology stack is used for the deployment. We evaluate the performance of different scaling strategies, including reactive, proactive, and hybrid scalers and different scaling metrics. Moreover, we report on the performance behavior of overloaded services and, based on our findings, outline arising problems for autoscalers.

We then analyze how these challenges are addressed in the literature and show that current research autoscalers rely on assumptions...
that prevent them from being successfully deployed in practice. Among other things, we see that most research autoscalers limit themselves to either reactive or proactive scaling, which we consider insufficient for workloads with limited predictability. Many autoscalers rely only on platform-level metrics (such as CPU, memory), which are not always suitable to reflect the application state and, hence, may lead to wrong autoscaling decisions. Finally, most research autoscalers rely on various configuration parameters and are typically evaluated in simulation environments or using synthetic workloads only.

The goal of this paper is to serve as a reference for novel autoscaling approaches and how they may find a way into being adopted in industrial settings as well as to motivate further research addressing the challenges in real-life production systems.

Summarizing, the contribution of this paper is twofold:

- We discuss autoscaling challenges in production systems in detail and illustrate these challenges with experiments with different autoscalers in a representative test setting.
- We highlight that these challenges are currently given insufficient attention in the literature and pinpoint common assumptions of research autoscalers that prevent their usage in production systems.

The remainder of this paper is structured as follows: In Section 2, we conduct multiple experiments to evaluate the performance of different scaling strategies in our test cluster. Section 3 discusses our findings and describes challenges for autoscaling in industrial settings. In Section 4, we summarize related work in cloud service autoscaling and derive common assumptions and limitations of the proposed approaches. Finally, we conclude the paper in Section 5.

## 2 EXPERIMENTAL STUDY

In this section, we describe our experiment setup for investigating different autoscalers. Sections 2.1 to 2.3 describe preliminaries such as the test application and environment, while Sections 2.4 to 2.6 describe our results. Further discussion is presented in Section 3.

### 2.1 Application Under Test

For the experiments in this paper, we use a test application that comprises a representative subset of some business services of our industry partner in production. An overview of the application, which consists of a gateway service, an eureka instance, and two services with their own databases, is shown in Figure 1. Every user request is first processed by the gateway service, which verifies whether the request is valid. A request is considered valid if special HTTP headers are present and the call refers to a registered URL. The gateway service checks if these conditions are met. It then either rewrites some headers and forwards the request to the business services service1 and service2 or rejects the request.

Microservice service1 offers five endpoints overall, from which three generate SELECT or INSERT requests to a connected PostgreSQL database, one generates a request to service2, and one retrieves information from a local information cache. In contrast to this, service2 offers only one endpoint, which causes a SELECT call to another PostgreSQL database. At startup, each service registers itself at the eureka service instance. All services are implemented using Java and Spring\(^1\), a widely used framework for backend development.

### 2.2 Technical Setup

The test application is deployed in a kubecf [22] cluster. kubecf is an open-source distribution of the platform-as-a-service environment Cloud Foundry\(^2\). The kubecf components run on top of a Kubernetes cluster and are deployed using Kubernetes pods. Business applications to be hosted in a kubecf cluster are built and deployed in so-called Diego cells, which offer an isolated execution environment. For each application, a memory limit has to be set. The maximum CPU usage of an application is then derived from the memory setting. For each service of our test application, we use a memory limit of 1024MB. We deploy nine Diego cells in total, each with a capacity of 40GB. For more information on kubecf and its application resource management refer to the technical documentation [22]. In general, this technology stack mirrors the production setup of our industry partner.

Our cluster consists of one physical master node and six physical worker nodes. Five worker nodes are HPE ProLiant DL360 Gen9 servers with Intel(R) Xeon(R) E5-2650 CPU and 16 GiB DDR4 RAM, and one worker node is an HPE ProLiant DL20 Gen9 server with Intel(R) Xeon(R) E3-1230 CPU and 16 GiB DDR4 RAM. We use a Prometheus v2.27.1 server for monitoring, which scrapes both metrics from the kubecf platform (such as the number of currently deployed instances and their CPU, memory, and disk usage) and the application instances once every 30 seconds. The Spring services expose their metrics using Spring Boot Actuator\(^3\).

For load generation, we use three Apache JMeter\(^4\) v5.4.1 instances, which generate the six different request types supported by the test application (see Section 2.1). Request parameters are sampled from a uniform distribution. The implemented autoscalers query metrics from the Prometheus server and send scaling requests to the master node. The autoscalers, Prometheus server, load generators, and PostgreSQL databases run on dedicated servers outside the kubecf cluster and are not scaled within the experiments.

---

\(^1\)https://spring.io/projects/spring-framework

\(^2\)https://www.cloudfoundry.org/

\(^3\)https://docs.spring.io/spring-boot/docs/current/reference/html/actuator.html

\(^4\)https://jmeter.apache.org/
2.3 Scaling Rules and Quality Measures

In our experiments, we limit ourselves to horizontal scaling, which is a common focus in autoscaling research for microservices [47]. Although we evaluate different scaling metrics, we use one generic scheme for scaling. Independently from the scaling metric, we use the generic and widely used Kubernetes default scaling rule to calculate the instances of service $s$ to be deployed in the next scaling interval [8]:

$$n_{t+1}(s) = \left\lfloor n_t(s) + \frac{m_t(s)}{m^*(s)} \right\rfloor,$$  \hspace{1cm} (1)

Hereby, $n_{t+1}$ is the number of deployed instances in the next interval, while $n_t$ is the number of currently deployed instances. The measured value of the scaling metric averaged over all instances of the service is denoted as $m_t$ and the desired metric value is denoted as $m^*$. We limit the upscaling to 5 instances per one minute for stability reasons. The downscaling is limited to 2 instances per 5 minutes. These rules represent company policies deduced from the production environment of our industry partner. The scaling mechanism is triggered once every 30 seconds, which means every time new measurement values are available (see Section 2.2).

To rate the quality of the different scaling strategies, we consider both costs and SLO violations. We define $T$ as the set of all measurement intervals in the experiment and $S$ as the set of all services that need to be scaled. For our experiments, we do not include the eureka service for scaling. Hence, $S$ consists of service1, service2, and gateway. At the beginning of the experiments, five instances of each service are deployed. The total costs $C$ are defined as the sum of all deployed instances $n_t$ of all services in all measurement intervals:

$$C = \sum_{s \in S} \sum_{t \in T} n_t(s).$$  \hspace{1cm} (2)

For the SLO violation metric $V$, we consider the ratio of failed requests $r_t$ and total requests $R_t$ for each measurement interval $t$. A request is considered failed if its response time is above 20 seconds or if an unhealthy response code is returned. We sum this ratio up for all intervals $t$ and then divide the sum by $|T|$, which is the number of measurement intervals in the experiment:

$$V = \frac{1}{|T|} \sum_{t \in T} \frac{r_t}{R_t}.$$  \hspace{1cm} (3)

As stated above, the performance of an autoscaler should take both costs and SLO violations into account. Depending on the use case, they can be weighted differently. This is why we introduce a scaling performance metric $P_w$, which includes an adjustable weight $w$ for the desired costs and SLO violation ratio:
The proactive autoscaler uses the time series of the total CPU utilization, as the response time rises exponentially in these cases. The forecast value is then divided by our desired metric, which is the average readiness time of the evaluated microservices. This congruence shows that CPU utilization can be used to detect overloaded services. The reactive scaler responds only to peaks in CPU utilization, and it has limited capabilities to prevent SLO violations, as the response time rises exponentially in these cases.

2.4 Threshold-based CPU Autoscaling

In Experiment 1, we evaluate threshold-based CPU autoscaling, as it can be configured in public cloud environments. We use the Kubernetes default scaling rule (1) to calculate the number of instances. As the desired CPU utilization, we use a value of 80 percent. In the first part, we use a simple reactive scaling strategy, which is then compared to proactive and hybrid strategies. We use a typical workload from the production system of our industry partner and evaluate the scaling behavior over 24 hours. We repeat the measurement three times for each scaling strategy to validate our results.

Figure 2a shows the workload used in this experiment. It varies between 300 and 700 requests per second, with significant outliers in both directions. In our setup, mostly service1 and gateway are bottlenecks, while service2 shows a consistent performance with few instances. Figure 2b shows the average CPU utilization, while Figure 2c shows the number of deployed instances of service1 over time measured in one run. We see that the number of instances deployed by the reactive autoscaler rises sharply in times of high load. The upscaling period ends with a short time where the peak number of instances is deployed. After that, a long and consistent downscaling period follows. Figure 2d further shows the average response times in each measurement interval. We see that, congruent to the CPU utilization, the response times rise from their normal value range of 2.5 to 4 seconds to a peak value of about 19 seconds. This congruence shows that CPU utilization can be used to detect overloaded services. The reactive scaler responds only to high CPU utilization, and it has limited capabilities to prevent SLO violations, as the response time rises exponentially in these cases.

We compare a proactive and a hybrid autoscaler to this baseline. The proactive autoscaler uses the time series of the total CPU utilization, that is, the sum of all CPU usages of all instances of one service, and it predicts the value one minute in the future. This forecast horizon is long enough to start new instances, as the average readiness time of the evaluated services is about 35 seconds. The forecast value is then divided by our desired metric value of 80 percent and yields the number of instances to be deployed. As a time series forecaster, we use a non-seasonal ARIMA model [36] as it is commonly used in many forecasting scenarios. The hyperparameters $p$, $d$, and $q$ are optimized based on a grid search and the time series conducted in the experiments with the reactive autoscaler. The hybrid autoscaler uses both the reactive and proactive approach and deploys the rounded up mean number of instances calculated by both strategies. It is, therefore, a simple combination of both approaches. The problem of weighting reactive and proactive scaling is further discussed in Section 3.

Table 1 shows the average costs and SLO violation scores of all three scaling strategies. We see that the proactive autoscaler incurs about 11.1% lower costs compared to the reactive autoscaler, while causing 3.9% more SLO violations. Compared to the reactive approach, the hybrid autoscaler lowers both the costs (-3.9%) and SLO violations (-0.9%). Which scaling strategy performs best depends on the desired costs-to-SLO-violation ratio as shown by the $P_{1/2}$ and $P_{2/3}$ scores. If we weigh both goals equally, the proactive autoscaler would perform better. The hybrid autoscaler is the better choice if we put more weight on reducing SLO violations, which is desired for production-grade customer-oriented business applications.

### Table 1: Quality Metrics for CPU Autoscaling

<table>
<thead>
<tr>
<th>Strategy</th>
<th>$C$</th>
<th>$V$</th>
<th>$P_{1/2}$</th>
<th>$P_{2/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactive</td>
<td>46626</td>
<td>0.205</td>
<td>0.237</td>
<td>0.226</td>
</tr>
<tr>
<td>Proactive</td>
<td>41465</td>
<td>0.213</td>
<td>0.226</td>
<td>0.222</td>
</tr>
<tr>
<td>Hybrid</td>
<td>44818</td>
<td>0.203</td>
<td>0.231</td>
<td>0.222</td>
</tr>
</tbody>
</table>

2.5 Exploring Alternative Scaling Metrics

In Experiment 2, we use application-level metrics for scaling instead of platform-level metrics like CPU utilization. Overall, we collect 73 metrics per service, which can be divided into three groups. The first group is the platform metrics queried from kubecf, for example, the CPU, memory, and disk usage. The second group is application metrics exported by the Spring microservices, for example, different JVM and logging metrics. The last group is automatically created metrics from the Prometheus monitoring server, such as the scrape duration, which is the time, Prometheus needs to query application metrics from a service instance. In the following, we pick metrics from all these three categories and evaluate how a simple reactive autoscaler performs with these input values.

A suitable scaling metric should have a preferably simple relationship to the application state and performance; also, it needs to depict overloads as a minimum requirement. From Experiment 1, we know that CPU utilization fulfills this requirement in our case. In search of alternative scaling metrics, we analyzed the results from the previous section and selected those metrics from each category that fulfill the stated requirements best. The first metric selected for further evaluation is the thread ratio $\theta$. We define $\theta$ as the ratio of the total number of threads of a service instance divided by the number of running threads. A value of 1 would mean that all created threads are running. The higher this value, the more threads are in a waiting or blocked state in proportion to the number of running threads. This means that requests are potentially queueing and waiting for processing time. For the autoscaler, we use the average value of $\theta$ of all instances of one service and use formula (1) to calculate the number of instances. The desired metric value is set to 7 based on the experiment data from Section 2.4.

This metric works only for the business services service1 and service2. The gateway service works with a nearly constant number of threads. For this service, we choose the application metric
From the group of automatically created metrics, we use the scrape duration exported by the Prometheus server. This metric mainly captures the response time of a service instance to its endpoint for metric exposition. Hence, in contrast to conventional response time measurements, we only use the response time of one request to an endpoint per 30 seconds, which is not relevant for the user. Consequently, this metric is available without any additional overhead and does not require an external tracing engine or similar. It can be rather compared to a health check, whose response time is interpreted as an independent metric. The desired value for scaling is set to three seconds.

To show the relationship of these metrics, we performed a short preliminary test. We deployed a single instance of service1 and stressed it with an increasing load intensity. The test ended when the first request timed out. Figure 3 shows the temporal courses of the different scaling metrics with increasing load. As all metrics have different value ranges, we normalized the values by the observed maximum. In general, we see that all metrics are sensitive to increasing load while having their own characteristics. The CPU utilization follows the load course best while the system load has higher variations. The thread ratio reaches its maximum value prior to most other metrics, which means that, at this time, the maximum number of total threads and running threads has been reached. Consequently, it could be interpreted as an early warning of potentially evolving overload. In contrast to this, the scrape duration does not change much for different load levels and rises exponentially when the service reaches its maximum throughput.

In the following, we evaluate how reactive autoscalers with these different input metrics perform in our environment. We use the 3-hour workload from the production system of our industry partner shown in Figure 4 for evaluation. This workload consists of a peak, followed by a phase of a rather low workload (lunch break) and an increasing load at the end. We compare three different scaling strategies. The first autoscaler is the same CPU-based autoscaler used in Experiment 1. The second autoscaler, the application-specific autoscaler, uses the thread ratio for scaling service1 and service2 and the system load for scaling the gateway service. In rare cases when application metrics are not reported for one minute or longer, the application-specific autoscaler temporarily falls back to CPU utilization for scaling (see Section 2.6). The third autoscaler uses the scrape duration as the scaling metric. We performed three repetitions per scaling strategy similar to the previous experiment to validate our results.

Table 2 shows the average costs and SLO violation metrics for all scaling strategies. We see that the application-specific autoscaler caused the fewest SLO violations but also the highest costs. The CPU-based autoscaler has lower costs (-27%) but a higher number of SLO violations (+15.1%) compared to the application-specific strategy. The autoscaler with the scrape duration as its scaling metric performs best in this case as it has the lowest costs and only a few more SLO violations compared to the application-specific autoscaler. This is also underlined by the $P_{1/2}$ and $P_{2/3}$ scores. In general, we see that all strategies have their pros and cons and the unconventional strategies achieve comparable results to the CPU-based autoscaler.

### 2.6 Issues Found With Overloaded Services

In this section, we focus on four phenomena that we observed during the experiments from the previous sections and discuss how they affect autoscalers.

Scaling metrics might be delayed, invalid, or unavailable. In Experiment 2, we use the scrape duration as a scaling metric. In general, varying scrape duration is rather a problem than an opportunity. In our experiments, the scrape duration varies between 0.2 and 10 seconds. The highest value is thereby a third of the monitoring interval. Such delays can be problematic for autoscalers for various reasons. First, these effects mainly appear when a service is overloaded, that is, exactly when a scaling action is necessary. The delays can increase the reaction time of reactive autoscalers. Nevertheless, also for proactive autoscalers, delayed metrics can be problematic, especially in cases when time series forecasting is used, as many time series forecasters rely on or work best with equidistant time series.
In addition to delayed values, we observed that scaling metrics can be unavailable or invalid, for example, when the CPU utilization is zero. These failures appear more often in our experiments with application metrics than with platform metrics. This is why our application-specific autoscaler from Experiment 2 temporarily falls back to platform metrics for scaling if application metrics are not reported for one minute or longer.

Response time measurements can be misleading. As a special case for misleading measurements, we analyze response time measurements because they play an essential role in many state-of-the-art autoscalers (see Section 4). In our experiments, we observe that the response time cannot always be used to characterize the application state. In Figure 2d, we see that the response time rises exponentially when service instances are overloaded and the phases of slightly increasing response times are short. Moreover, we notice a clear lower bound near 2.5 seconds, which equals the minimum response time of business applications in our setting. This time is independent of the provisioned resources and hence cannot be lowered further by supplying more resources. However, a few measurements report response times below this boundary. This is the case when service1 is overloaded and returns an unhealthy response code. This shows that low response times can be misleading and might be misinterpreted by autoscalers. We conclude that the response time cannot be used to quantify the application state without limitations as it has lower and upper boundaries.

Dependencies between services affect scaling metrics. As shown in Figure 1, our test application consists of several services that depend on each other. We especially see that every user request has to pass the gateway service first. As a result, the informative value of scaling metrics varies. We observe that whenever the gateway service is overloaded, the processing time of a request increases. This results in the fact that the arrival rate and consequently also the resource demand of service1 and service2 is lowered. Especially the simple reactive CPU autoscaler sometimes performs a downsampling action on these cases. This evolves as problematic when the gateway service returns to normal operation and processing time, as the number of forwarded requests to service1 and service2 increases significantly in a short time interval. This leads to the fact that the bottleneck moves from the frontend to the backend. Similar observations for the response time have been made in the literature [27]. These dependencies and the potentially limited informative value of scaling metrics are problematic for many autoscalers as services are mostly treated as independent entities.

3 DISCUSSION
We divide our discussion into two parts. Section 3.1 discusses challenges for production-ready autoscalers, while Section 3.2 touches upon the limitations of this study.

3.1 Challenges for Production-Ready Autoscalers
This section summarizes our findings from the conducted experiments and states six challenges that are likely to arise in production systems and, therefore, should be addressed by production-ready autoscalers.
Experiment 1
Experiment 2
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The algorithm needs input values for the parameters $m$ (template length) and $r$ (noise filtering). For our calculations, we choose $m = 2$ and $r = 0.25\sigma$, where $\sigma$ is the standard deviation of the time series, according to the recommendations in the literature [18].

However, when having both a reactive and proactive component in operation, conflict situations occur where the outputs of both components are different and have to be aggregated into a single decision [5]. This raises several other research questions like how to aggregate proactive and reactive scaling decisions, especially in conflict situations.

Challenge 2: Combining application-specific and generic platform metrics. Modern cloud services expose many metrics that describe the application state and health. In our setup with Spring Boot Actuator, we retrieve 62 different application metrics from every service. Not all of them are indeed meaningful for scaling tasks. However, Experiment 2 showed that simple reactive scalers based on unconventional metrics like the scrape duration can achieve competitive results compared to traditional CPU-based scaling. In general, the question of the best metric for scaling is congruent to the question of what metric correlates most with the KPIs and has to be stated for nearly every single service. While CPU, memory, and disk usage are easily interpretable and mostly available metrics, custom measures could be advantageous in cases when the performance profile of a service is not clearly CPU- or memory-dominated. Moreover, hardware metrics are limited by design, and the resource demand of a service cannot be derived in all cases [10]. Overall, it is not trivial for practitioners to determine the best scaling metrics for individual services. Furthermore, when considering both application and platform metrics for scaling, researchers and experts in the industry face the conflict of developing autoscalers that are generic and general-purpose, on the one hand, but perform specifically tailored to their cloud application on the other hand. This also has implications for the configurability (Challenge 3) and explainability (Challenge 6) of autoscalers.

Challenge 3: Keeping configuration overhead as small as possible. One of the major points of criticism for many approaches in the autoscaling domain is the aspect of configurability, for example, determining suitable scaling thresholds, cooldown times, model parameters, or similar. In the experiments in this paper, we used fixed CPU utilization thresholds of 80 percent. The thresholds for the custom metrics have been chosen based on the results of Experiment 1. As stated earlier, the configuration of an autoscaler is hard, and the complexity is increased further when the configuration differs from one service to another. Often, many configuration values depend on the desired costs-to-SLO-violations ratio, that is, how conservative the autoscaler should act. However, other factors influence the configuration, such as expected application start and shutdown times or the anticipated kind of workload. Although the DevOps principle stands for stronger coupling of the development and the operation of cloud software, application developers are often not concerned with autoscaling or performance of the application [15]. Furthermore, autoscaling might be outsourced to the cloud provider. In these cases, the person responsible for autoscaling has only limited insight into the functionalities and performance characteristics of the services they should scale. The problem is aggravated by frequent code updates. This might lead to changed performance properties and the need to adapt models or thresholds. In such situations, it is not feasible to rely on manual reconfiguration. Therefore, production-ready autoscalers should minimize configuration overhead and rely on self-optimization instead.
Challenge 4: Scaling metrics might be unavailable, incomplete, inaccurate, or delayed in production systems. Trusting the input metrics is crucial for any autoscaler. A lot of advances have been achieved in the field of continuously observing cloud systems. However, especially during high loads, several effects can influence the validity of measurements in cloud environments. Application metrics are particularly prone to delay or failed measurements, as they have to be queried directly from the application instances. In our experiments, we saw that the scrape duration during high loads increased by more than nine seconds, and some instances do not even report valid values when overloaded. Platform metrics are less prone to failures; however, especially in large clusters, measurements could be erroneous due to the fact that metrics have to be collected from many nodes distributed all over the cluster.

Response time measurements play a special role in the design and operation of many state-of-the-art autoscalers (see Section 4). However, the reliable acquisition of response times, especially in high load scenarios, is non-trivial. These rely either on measurements by the application itself or to be sampled using external tracing frameworks. Moreover, by design, the response time always reflects a past state of the application, as it is measured shortly before or after the request left the system. Therefore, a delay of, for example, 10 seconds in response time measurement is only observable after these 10 seconds have passed. Moreover, one has to consider that the response time should not be the only criteria to rate the application’s health and quality. In the presence of some errors, the response time might be even lowered, for example, when a service responds faster because of an internal error as discussed in Section 2.6.

Another critical problem when interpreting scaling metrics is the dependency between different cloud services. A typical property of microservice architectures is that multiple services are involved in processing a single user request. Consequently, errors and high response times might propagate across several services, although they have enough resources assigned to them [27]. In our experiments, we saw similar effects. Whenever the gateway service was overloaded, not all requests have been forwarded to the backend service1 and service2. This resulted in a temporary reduction of the CPU utilization, and the simple reactive CPU autoscaler reduced the number of instances of the backend services. The backend services then experienced degradations when the gateway pursued working. All in all, we see that several factors can influence the reliability of scaling metrics.

Challenge 5: Combining autoscaling, load balancing, and resilience mechanisms. As discussed in Section 2.6, the autoscaler is not the only mechanism that controls service instances in modern cloud environments. We showed that the health monitoring unit might restart overloaded services as they fail to send heartbeats. An autoscaler can profit from knowledge about such restarts, as they influence the application performance. First, the number of available instances is reduced during the restart, and some requests might be dropped. Second, after the restart, the performance of the newly deployed instance often differs from those instances which are running for a longer time. However, the detection of such restarts remains a technical challenge. In addition to this, two conceptual challenges arise. First, in production systems, there are technical or implicit SLOs present, which are enforced by third parties and the autoscaler might not be aware of, like the mentioned restarts caused by failed heartbeats. Second, there is a strong interdependence of autoscaling, load balancing, and resilience mechanisms in general, for example, health monitoring from a platform view or circuit breakers from an application view. Load balancing is the task of how much load to forward to a specific instance of a service. Autoscaling is the task of determining how much resources are needed to process a given load. Resilience mechanisms and health monitoring are tasks to ensure that the application itself works fine and possibly end malfunctions. These three cloud management activities have to work together to fulfill their goal to keep the application quality as high as possible. Consequently, autoscalers need to interoperate with appropriate load balancing and health management mechanisms, and vice versa.

Challenge 6: Keeping autoscalers explainable. As stated earlier, scaling plays an outstanding role in the operation of cloud services. It directly influences both customer experience and operating costs. Obviously, in modern complex cloud environments, scaling tasks have to be handled automatically. Moreover, many years of research have shown that an autoscaler that addresses all of the previously discussed challenges needs a considerable amount of complexity. Nevertheless, an additional requirement for autoscalers in production systems is the transparency of its decisions. This is not only useful for debugging purposes but also necessary to increase trust and potentially propose further enhancements. This explainability does not mean that all calculations must be comprehensible for everyone; it is rather the requirement for an autoscaler to state reasons for its actions. Potentially, log entries like scaling up because metric x has value y which is considered too high may provide real benefits. However, this presents a challenge, especially for many black-box or machine-learning-based approaches. We argue that explainability, together with deployability and configurability (see Challenge 3), are key requirements for production-ready autoscalers in order to increase the trust in the resulting decisions.

3.2 Study Limitations

In this section, we discuss the limitations of our experimental study. We limited ourselves to horizontal scaling problems and assumed the usage of homogeneous instances; that is, all replicas of one service have the same resource limitations. This is a common primary focus for autoscaling in the microservice domain [47], and we argue that most of our observations can be transferred to vertical scaling as well. Our results have been produced in one specific technology stack consisting of the hardware described in Section 2.2, kubecf as a PaaS software, and Java and Spring as implementation technologies for the evaluated microservices. Consequently, our results cannot be generally transferred to other environments. However, we claim that our setup is still representative as it mirrors the production setup of our industry partner and consists of several isolated machines and state-of-the-art cloud software. Moreover, we validated the measured results by performing multiple repetitions.

Considering the scaling logic, we worked with the generic formula (1), which is the default relationship used for scaling in Kubernetes. This scaling rule assumes a linear relationship between the scaling metric and the number of instances, which is only an approximation in most cases. We generally keep the scaling logic
constant and straightforward for different experiments and scaling metrics. The used thresholds are set arbitrarily and have not been optimized further. We used ARIMA as one representative state-of-the-art general purpose time series forecaster for evaluation in the proactive scaling domain. Consequently, we analyzed only a small subset of possible scaling approaches. We argue that our results are still meaningful for mainly two reasons. First, the scaling logic in production-grade autoscalers is also kept simple. Our proactive scaler is designed similar to the AWS EC2 predictive autoscaler [42], which combines metric forecasting and threshold-based scaling as well. Second, many of the problems stated in Section 3.1, such as invalid measurements, appear in production systems independently from the used scaling logic.

4 RELATED WORK

This section summarizes related works from the autoscaling domain and analyzes how the stated challenges are addressed. We identify shortcomings that limit the applicability of research autoscalers in practice. This section is structured according to the challenges proposed in Section 3.1. A summary is given at the end of this section.

**Challenge 1.** Singh et al. [47] summarize research approaches for autoscaling of web applications in cloud environments. Less than 15%, in total 15 out of 104, of the analyzed papers in that survey combine reactive and proactive scaling. As stated earlier, we argue that hybrid scaling should be used in production systems to combine predictive power and stabilizing actions in case of unseen load spikes. Ali-Eldin et al. [5] analyze different combinations of reactive and proactive scalers and conclude that reactive scalers should be involved in upscaling decisions while downscaling should be initiated by proactive components only. This principle has also been adapted by other approaches [29, 31]. These approaches require a proactive scaler that is not too conservative, meaning it should regularly trigger downscaling actions. Otherwise, the goal of cost-efficiency is not reached. The decision of whether to use proactive or reactive scaling logic is often solved by using user-defined thresholds [29, 48, 50] or other user-specified parameters [11]. Most hybrid scalers rely on the reactive component only in case of SLO violations [4]. Bauer et al. [12] use so-called trust thresholds that take the accuracy of the predictive model into account and possibly omit reactive decisions to resolve scaling conflicts. Hence, we state that many state-of-the-art hybrid autoscalers often rely on additional configuration parameters to balance reactive and proactive scaling. This stands in conflict with the goal of keeping configuration overheads as small as possible.

**Challenge 2.** As stated earlier, platform metrics are not always the best scaling metrics available. Many papers use platform metrics such as CPU utilization and memory metrics as their only input for scaling [2, 26, 45, 49]; some are even purely CPU-focused [25, 33, 46]. The number of incoming requests is the most used application-level metric used by more than half of the approaches analyzed by Singh et al. [47]. Other custom scaling metrics used in literature are limited to the number of active connections [16] or the number of active sessions [17]. Based on our results from Section 2.5, we argue that there is much potential in scaling based on other application metrics and on the combination of platform and application metrics for autoscaling. Many papers in the state-of-the-art literature only combine the arrival rate and platform metrics. As a possible future research direction, middleware metrics, such as JVM measures, could come into focus. They are currently more established in other areas of performance engineering, e.g., software performance optimizations [41].

**Challenge 3.** The aspect of configurability is rarely addressed in the autoscaling domain. Kalyvianaki et al. [33] provide a resource provisioning scheme based on Kalman filters while explicitly claiming low configuration overhead. The type and meaning of configuration parameters needed by various approaches are manifold. Threshold- or rule-based autoscalers require many critical manual settings that influence the performance of the autoscaler massively [3]. Most autoscalers require at least up- and downscaling thresholds. Some require other inputs like manually created models [12] or costs of reconfiguration [39]. As stated above and by Jiang et al. [30] especially hybrid scalers often require manual parameter or offline tuning. Many of these settings cannot be determined in advance by application developers or require extensive load testing to be set appropriately. An additional challenge is keeping configurations up to date especially with respect to frequent application updates, which are more probable in DevOps contexts. Reinforcement learning as used by various recent approaches [32, 40, 51] offers one way to reduce configuration overhead. However, it comes with the difficulties of defining a suitable reward function and needing lots of training data. Moreover, most reinforcement learners assume a static application and have problems with changes introduced by updates [21].

**Challenge 4.** To the best of our knowledge, there is currently no autoscaling approach explicitly concerning the problem of inaccurate or delayed metrics. A major point of criticism for research autoscalers is that many of them are evaluated in simulation environments only. According to the survey by Singh et al. [47], 30 autoscaling approaches are evaluated using simulation only, and an even greater subset is using synthetic workloads. In general, this leaves the question unanswered, how well these autoscalers perform in production environments and leads to the fact that delayed, inaccurate, or incomplete measurements cannot be considered.

Many autoscaling approaches use response time measurements for an internal model evaluation or, in cases when reinforcement learning is used, to calculate the reward. For example, Aslanpour et al. [7] require low and high response time thresholds for down- and upscaling, respectively. We argue that there are two problems when relying heavily on response time measurements. First, as described in Section 3.1, response time measurements can be erroneous or delayed in critical scenarios. As a special case, if errors occur in the application, the response time alone might not be suited to characterize an overloaded service. In these cases, other metrics might depict the application state better. Second, the response time has by design lower and upper bounds. The lower bound is given by the minimal execution time of business requests, which cannot be further reduced by provisioning more resources for the respective service (cf. Figure 2d). The upper bound in interactive applications is given by request timeouts. This is why the response time cannot be used to derive scaling decisions without limitations.

In Section 3.1, we further discussed that inter-service dependencies might be influencing factors for scaling metrics. Most research
autoscaler do not consider dependencies to other services. Some approaches explicitly target multi-tier web applications [14, 50, 52, 53]. For example, Sharma et al. [44] investigate multi-tier applications and estimate response times with a multi-stage queuing network. However, most of these approaches assume static applications, and their performance concerning modern microservice applications has not been evaluated.

**Challenge 5.** Only a few existing approaches target the dependency between autoscaling and other orchestration tasks, like load balancing and health monitoring, explicitly. Chen et al. [16] propose an autoscaling mechanism and also evaluate load dispatching algorithms in parallel. Dezhabab and Sharifian [19] connect a scaling and a load balancing unit for the provisioning of firewall applications. Gandhi et al. [23] connect the question of server provisioning and traffic routing in a multi-tier data center. These studies indicate that load balancing and other orchestration mechanisms have to work together to achieve a good application service quality.

**Challenge 6.** Concerning the aspect of explainability in the autoscaling domain, Ghanbari et al. [24] state that model-based autoscaling, e.g., queuing network, are hard to understand, while rule-based scaling is, in general, better in terms of explainability. However, the authors state that, also for rule-based scaling, complexity can be high when a large set of rules is used. Many research autoscalers achieve some kind of explainability by reducing the complexity of the scaling problem through the use of many configuration parameters. We argue that explainability gets a concern, especially for autoscalers that fulfill the goal of low configuration overheads, as well as for machine-learning-based or black-box autoscalers.

In summary, we see that no approach tackles all of the stated challenges, and there are some common assumptions made by research papers that might be violated in production systems. For example, most research autoscalers rely on continuous, error-free, in-time monitoring data or are evaluated in simulation environments only. This stands in conflict with Challenge 4 and our observations from Section 2.6. Moreover, many autoscalers assume that CPU or platform metrics are the best scaling metrics. As shown in Section 2.5 and captured in Challenge 2, application metrics can also be used for scaling and can achieve at least comparable results. Another limitation of current approaches is that many configuration parameters are required, which influence the scaling behavior significantly. This stands in conflict with Challenge 3, as these parameters are hard to determine by practitioners and might be service-specific. Finally, autoscalers are often evaluated as standalone mechanisms, i.e., not as a part of an orchestration or cloud management framework. As discussed in Challenge 5, the interference of autoscaling, load balancing, and resilience mechanisms might be non-negligible in production environments.

5 CONCLUSION

Although autoscaling is an established area of research in the performance engineering and cloud computing community, many research autoscalers do not find their way into production deployments. This paper states six core challenges for autoscalers in production systems and performs experiments in a realistic setting to illustrate these challenges. We have seen that hybrid autoscalers should be preferred over purely reactive or proactive scalers, especially when the workload is irregular and complex. We show that autoscalers have not to be focused on CPU or platform metrics only, as application metrics exposed by modern microservices can also be advantageous for scaling. However, custom metrics always introduce a configuration cost, which must not be underestimated for practical applicability. Moreover, we analyze effects in connection with overloaded services, which show that scaling metrics might be delayed or inaccurate in production systems and motivate a stronger interaction between autoscaling, load balancing, and resilience mechanisms.

We analyze state-of-the-art research autoscalers and summarize how they address these challenges. We pinpoint common assumptions that are not always given in production environments. We came up with the fact that most autoscalers focus on either reactive or proactive scaling. Moreover, many research autoscalers rely on various configuration parameters, which heavily influence their performance and scaling behavior. We argue that these parameters are hard to choose or must be tuned offline. This is especially difficult in DevOps contexts with frequently updated applications, and we conclude that lower configuration overhead should be one focus of future autoscaling approaches. Another weakness is that many approaches focus much on algorithmic details and are evaluated with synthetic workloads or in simulation environments only, making the applicability in practice questionable.

All in all, we deduce that the properties of production environments should be considered more in future autoscaling papers to increase the success of research autoscalers in practice. Close cooperation between industry and research is needed in this domain. For example, more real-world workload traces would help researchers to conduct realistic evaluations of their approaches. We conclude that production-ready autoscaling is not solved yet, and both researchers and practitioners should combine their individual strengths to face this problem.
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