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Resource demands are crucial parameters for modeling and predicting the performance of software systems. Currently, resource demand estimators are usually executed once for system analysis. However, the monitored system, as well as the resource demand itself, are subject to constant change in run-time environments. These changes additionally impact the applicability, the required parametrization as well as the resulting accuracy of individual estimation approaches. Over time, this leads to invalid or outdated estimates, which in turn negatively influence the decision-making of adaptive systems.

In this paper, we present SARDE, a framework for self-adaptive resource demand estimation in continuous environments. SARDE dynamically and continuously tunes, selects, and executes an ensemble of resource demand estimation approaches to adapt to changes in the environment. This creates an autonomous and unsupervised ensemble estimation technique, providing reliable resource demand estimations in dynamic environments. We evaluate SARDE using two realistic data sets. One set of different micro-benchmarks reflecting different possible system states and one data set consisting of a continuously running application in a changing environment. Our results show that by continuously applying online optimization, selection and estimation, SARDE is able to efficiently adapt to the online trace and reduce the model error using the resulting ensemble technique.
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1 INTRODUCTION

Timely and precise resource demand estimates are a crucial input to auto-scaling mechanisms [2] or performance modeling techniques [36, 69] used for elastic resource provisioning. Therefore, it has been shown that statistical estimation of resource demands is a valid and useful tool to realize precise elastic cloud resource management [2, 92]. A resource demand (or service demand [79]) is the average time a unit of work (e.g., request or transaction) spends obtaining service from a resource (e.g., CPU or hard disk) in a system over all visits, excluding any waiting times [48, 59]. Unfortunately, measuring resource demands during system operation is not feasible in most realistic systems [79] due to instrumentation overheads and possible measurement interference. Therefore, a number of approaches for resource demand estimation have been proposed over the years, using different statistical estimation techniques (e.g., linear regression [8, 72] or Kalman filters [88, 98]) and based on different modeling approaches from queueing theory.

When selecting an appropriate approach for a given scenario, a user has to consider different characteristics of the estimation approach, such as the expected input parameters, configuration settings, its accuracy and its robustness to measurement anomalies. The accuracy of the different approaches is heavily dependent on factors like, including but not limited to, system load, workload type, deployment structure, internal state, and monitoring granularity [79]. Additionally, Spinner et al. [79] show that no single approach is optimal in all scenarios. This is in accordance with the no-free-lunch theorems for machine learning [93] and optimization [94], stating that any two algorithms are equivalent when their performance is averaged across all possible problems.

First steps towards solving the above issues focus on combining different estimation approaches into a single usable tool [80], optimizing configuration parameters based on measurement data [27, 29], and recommending the most promising approach using machine learning [30]. However, existing work focuses on one-time estimation and optimization, ignoring the impacts of system change. As modern software paradigms like DevOps and elastic cloud operations become increasingly popular, timely and precise resource demand estimations get increasingly complex as more and more variables are continuously subject to change and estimates have to be continuously updated. For example, any auto-scaler is constantly changing the deployment structure of the considered software system. In addition, the applied workload is never truly constant in any online application. In consequence, the considered environment is both unknown at design time, and constantly evolving during operation time [10]. As the system and measurement data are changing, the best-suited estimation approach is also subject to change. It is therefore impossible for any human user to continuously select, parameterize and supervise resource demand estimators during system operation.

Therefore, in this paper, we introduce SARDE, a framework for continuous, Self-Adaptive Resource Demand Estimation. SARDE is able to operate, parameterize and select multiple different resource demand estimations in a continuous manner and adapts autonomously to changes in its environment in form of the system under study. This work focuses on combining and interlacing the different building blocks in order to create an adaptable and robust framework that can be applied in any continuous environment without requiring expert knowledge. To that end, SARDE

(i) continuously estimates resource demands,
(ii) continuously selects the best-suited estimation approach,
(iii) continuously learns and adapts the selection strategy in order to adapt to changing environments, and
(iv) continuously tunes the parameters of individual approaches based on online observations.
To summarize, SARDE works as a fully autonomous, situation-aware, and self-adaptive ensemble resource demand estimation approach. SARDE utilizes the above techniques to improve the performance of current state-of-the-art approaches without the need for human supervision or expert knowledge. We already presented one application for SARDE in previous papers [55, 56], where we integrate adaptive monitoring probes into continuous integration and deployment pipelines. Our approach can be used to constantly update or improve a performance model of a running application. Therefore, SARDE represents a significant step forward towards our vision of self-aware performance models [28], but also towards the vision of autonomic and self-aware computing [41, 45, 82] in general, as the techniques we introduce — although focused on the area of resource demand estimation — can also be transferred to other areas of research. The source code of the proposed approach is available online. In addition, we published the code for constructing and analyzing the experimentation data set, and also published a replication package as a CodeOcean capsule.

The remainder of this work is structured as follows. We discuss the progress of the area of resource demand estimation in Section 2 and then motivate the idea behind SARDE in Section 3. Following, we introduce the general overview of SARDE in Section 4 and explain the concepts in more detail in Section 5. Section 6 presents our methodology for evaluating the framework, while Section 7 presents the obtained results. We discuss these insights in Section 8, and analyze the threats to validity in Section 9 and the limitations of our approach in Section 10. Finally, we conclude the paper in Section 11.

2 RELATED WORK

In this section, we will discuss the related work on the topics of resource demand estimation, algorithm optimization, and algorithm selection in self-adaptive systems.

2.1 Resource Demand Estimation

As resource demands are a crucial parameter for many modeling approaches, the topic of estimating resource demands received a lot of attention in recent years and many different authors proposed respective approaches. Spinner et al. [79] present a literature survey covering the most prominent approaches. However, concerning the evaluation of the different approaches, most works unfortunately only cover a selected set of one or two approaches.

The first experiments are presented by Rolia and Vetland [72, 73] using linear regression techniques. Pacifini et al. [64], Casale et al. [12, 13], and Stewart et al. [83] extend these works by investigating limitations of linear regression in resource demand estimation and the impact of different factors. The performance of Kalman Filters for resource demand estimation is researched by Zheng et al. [98, 99] and Kumar et al. [47]. Kraft et al. [46] and Sharma et al. [74] both compare least-squares regression with their maximum likelihood estimation and independent component analysis approach, respectively.

The only works aiming at combining a set of different approaches are the Filling-the-Gap tool by Wang et al. [90] and the LibReDE tool by Spinner et al. [81]. Filling-the-Gap [90] provides and compares implementations of the complete information method [65], Gibbs sampling with queue lengths [88], a maximum likelihood estimator based on a Markov chain representations [65], a maximum likelihood estimator using a fluid approximation [65], a regression-based approach [65], utilization-based regression [96], and utilization-based optimization [53].

1 Available at https://github.com/jo102tz/LibReDE-SARDE
2 Available at https://github.com/jo102tz/LibReDE-SARDE-data
3 Available at https://doi.org/10.24433/CO.8429465.v2
Similarly, the publicly available tool LibReDE (Library for Resource Demand Estimation) [81] offers open source implementations of currently eight different estimators:

- Service Demand Law (SD) [8]
- Approximation with response times (RT) [8]
- Least-squares regression using queue-lengths and response times (RR) [46]
- Least-squares regression using utilization law (UR) [72]
- Kalman Filtering using utilization law (WF) [88, 89]
- Kalman Filtering using response times and utilization (KF) [47, 98]
- Recursive optimization using response times (MO) [57]
- Recursive optimization using response times and utilization (LO) [53]

The results of Spinner are furthermore published in a respective study [79]. However, apart from our previous works [27, 29, 30] incorporated into SARDE, there exists no work on automatic and systematic evaluation targeting at performance optimization of resource demand estimation approaches for a given target scenario, since previous approaches only do manual testing and develop rules of thumb for a chosen small set of parameters (see the above-mentioned articles [12, 13, 47, 79, 98, 99]). Similarly, we are not aware of any techniques that use the acquired information to develop automatic selection algorithms as we propose in this work.

As LibReDE is a publicly available ready-to-use implementation of different resource demand estimation approaches, our implementation of SARDE builds upon the LibReDE tool and uses the listed approaches as base estimators.

2.2 Algorithm Optimization in Self-adaptive Systems

Although no works with a focus on resource demand estimation have been proposed, the idea of continuously adapting and optimizing a system in a changing environment is not new. For example, the communities of self-aware, self-adaptive, self-organizing, or self-* systems tackle challenges of monitoring, managing, and optimizing complex intelligent systems in continuously changing environments [45].

As such, the ideas presented in this paper and incorporated into SARDE have been successfully applied to other domains. For example, Porter et al. [67] present Rex, a development platform that is also able to apply online learning and optimization based on a linear bandit model. Others define self-organization or self-assembly to achieve a similar goal [22, 44, 71]. Fredericks et al. [23, 24] present an overview of different optimization techniques in self-adaptive systems. They divide works into techniques using probabilistic, combinatorial, evolutionary, stochastic, or mathematical optimization. Additionally, D’Angelo et al. [17, 18] present a survey and a taxonomy for online learning of collective self-adaptive systems. If we interpret our single estimators as individual agents, SARDE’s estimators could classify as fully altruistic, non-autonomous agents with full knowledge access. While the task of choosing the best estimator can be seen as a combinatorial optimization problem [61, 66], the presented techniques for parameter optimization fall in the category of mathematical optimization [11, 20, 51, 75]. The proposed hyper-parameter tuning is also a common topic in machine learning. Therefore, a set of algorithm configuration approaches, like Sequential Model-based Algorithm Configuration (SMAC) [37], or Stepwise Sampling Search (S3) [62, 63] have been proposed, as well as analysis and visualization tools [3]. A sub-field is also Neural architecture search (NAS) [21, 38], where the goal is to automatically find neural network architectures; these techniques could also be applied in future work.

However, while all of the presented approaches demonstrate the feasibility of applying the proposed techniques in practice, none of these works focuses on the area of resource demand estimation.
estimation. Therefore, our contribution in respect to this field is to demonstrate and verify the applicability of continuous algorithm optimization in the specific domain of continuous resource demand estimation.

### 2.3 Algorithm Selection in Self-adaptive Systems

An orthogonal field in the context of continuous optimization is algorithm selection [4, 42]. Algorithm selection [70] (closely related to the field of hyper-heuristic selection [9, 77] or meta-learning [78, 84]) is defined as choosing from a set of algorithms the best for a specific problem instance and has found many application areas in prior research [4, 26, 35, 52, 54, 68, 95].

However, the creation and selection of features for selection is a critical task influencing the performance [4, 42]. Hence, by tailoring our features to the specific task at hand, we can provide better results than generic optimization and selection frameworks. The application in SARDE is different from most of the proposed techniques as it offers the possibility to perform selection on continuously incoming data streams, which currently only a few works consider [42, 84, 85]. In addition, SARDE provides an application for online algorithm selection [1, 19, 25]. Both areas have been identified as specific research challenges by prior works [42].

Again, as no works concentrate on resource demand estimation, the focus of this work is to demonstrate the feasibility of continuous algorithm selection in our specific domain. However, similar to the previous section, many of the proposed techniques can be applied to our task as well in order to further improve the results presented in this work.

![Motivating example showing the estimation error of different estimators over time.](image)

**Fig. 1.** Motivating example showing the estimation error of different estimators over time.

### 3 MOTIVATING EXAMPLE

In order to illustrate and motivate the idea behind SARDE, Figure 1 shows the error (calculated as described in Section 6.2) of the continuously updated estimation using all available approaches over time. Details on the used system and workload are included in Section 6.1.2.

Envision that during estimation, continuous monitoring streams of throughputs, response times, and resource utilizations are collected. For illustration purposes, imagine that during the first interval, a CPU utilization of 80% is measured, while 20, 40, and 5 requests of the respective workload classes are measured. In the second interval, the utilization drops to 60%, as 30, 20, and 10 requests were processed. The task of the resource demand estimators is now to calculate the resource demand of each workload class, based on this set of coarse-grained measurements.

We observe that over the course of 3 hours, the performance of each estimator is massively influenced by the type and amount of monitoring data available, as well as the underlying characteristics of the system. As a result, service demand law (pink) starts as the best estimator, followed by
utilization regression (brown). However, the accuracy of utilization regression starts to decline after a while, and in fact, continues to have the worst estimation performance of all available approaches. In total, four of six available estimators exhibit to be the best estimator at least once during our three hour experiment. Additionally, it is not clear in advance which estimator will perform how well, especially as some estimators also have the tendency to be very unstable. Hence, SARDE acts as an ensemble estimator able to combine the best from all estimators and compensate for the weaknesses of the other approaches. In other words, the aim of SARDE is therefore to successfully learn and adapt to the changing performance of the estimators in order to be able to always select the best approach for each scenario. In addition to that, we observe that some approaches are very susceptible to changes in their parameter settings [29]. Therefore, by adapting these parameters to the applied scenario, SARDE could even improve the performance beyond the current best method without the need for human supervision or expert knowledge.

Fig. 2. High-level overview of the SARDE approach.

4 OVERVIEW

This section gives a high-level overview of SARDE as illustrated in Figure 2. More details on the implementations and communication of the components can be found in Section 5.

First, SARDE comprises two running databases: One containing monitoring streams from the system under study, another storing the sequence of resource demand estimations made over time. Next to the databases, SARDE continuously runs the estimation engine, performing periodic resource demand estimations based on the continuously updated monitoring streams. The estimation engine offers different configuration interfaces, like the specific approach to use or the parameter settings of the individual approaches. The resulting estimations are then stored in the resource demand database. From there, external processes (e.g., an auto-scaler [2] or a performance model extractor [87]) can retrieve the latest resource demand estimations. On top of that, SARDE consists of two interacting feedback loops: Optimization and Selection.

The optimization process deals with parameter tuning (e.g., the aggregation interval or the monitoring window) of the individual approaches. To that end, monitoring data from the system as well as the corresponding resulting estimations are utilized. The optimization then specifically tailors the parameters of each available estimation approach to the specific system under study in order to minimize the resource demand estimation error.

The selection process utilizes the same data as the optimization process. Instead of optimizing the parameters for all approaches, however, the selection process fits a machine learning model...
predicting which approach to select for a given situation. This is done based on specific features of
the monitoring data, like e.g., the average CPU utilization, or based on properties of the system,
like e.g., the number of servers or workload classes. Based on these features, the selection process
can then select the best-suited estimation approach for the given situation.

As the optimized parameter settings influence the performance of the individual approaches, these
settings have to be considered while training the machine learning model and are therefore directly
fed into the selection process. The selection itself interacts only indirectly with the optimization, as
the process has an impact on the resulting resource demand estimations in the resource demand
database, which is in turn an input to the optimization loop. In addition to utilizing the historical
data, both processes perform additional computations and resource demand estimations in order to
explore the space of all possible configurations.

Figure 3 depicts the five different activities running in parallel: (1) monitoring, (2) parameter
optimization, (3) selection model training, (4) approach selection, and finally (5) resource demand
estimation. In the following, we will discuss each of the individual processes in more detail.

5.1 Monitoring
As the required resource demand estimation approaches require both system- and application-level
monitoring, the monitoring engine has to monitor application-level metrics (like throughput and
response time per workload class) and system-level metrics (e.g., average CPU-utilization per
instance) live from the running system. These monitoring streams are then stored in a database
and each entry is assigned a corresponding time-stamp. The gathered data can then be fed into the remaining four processes, each of which requires the information as input.

5.2 Optimization

As explained in Section 2, different resource demand estimation approaches offer several parameters to be tuned. Additionally, some parameters like, e.g., the aggregation interval of the monitoring data (step size) or the measurement window to consider (window size) can be tuned for all approaches. This is done by analyzing the estimation error of individual estimation approaches via cross-validation on the monitoring data gathered on the system. A configurable search algorithm then applies different parameter settings and searches for a (near-)optimal configuration of those parameters for each of the available approaches. Although simple, the optimization still bears many challenges, as the number of different possible configurations rises exponentially with the number of parameters, and as the time available for optimization is limited. The challenge is therefore to utilize an algorithm that is able to find a good parameter configuration using a small number of exploration runs.

The applied self-tuning algorithm is generally abstract and works for any generic parameter providing a minimum and a maximum value. The Stepwise Sampling Search (S3) (also referred to as Iterative Parameter Optimization [63]) was developed by Noorshams et al. [62] in the context of regression model optimization. Here, we utilize this algorithm in order to optimize the parameters of our resource demand estimation techniques. This adaptation was already presented in our prior work [29].

The S3 algorithm can be configured by three hyper-parameters: The number of splits per parameter $k$, the number of exploration points considered per iteration $n$, and the maximum number of iterations $j_{\text{max}}$. Noorshams et al. [63] show that the total complexity of the algorithm is given by $O(j_{\text{max}} \cdot n \cdot (k + 2)^l)$, where $l$ is the number of parameters that are optimized simultaneously. Therefore, S3 offers good control over the trade-off between run-time and solution quality by tuning its hyper-parameters. Additionally, it is possible to optimize an arbitrary number of parameters simultaneously. This is important as inter-parameter influences, i.e., one parameter value influencing the optimal value of the other can be taken into account. However, it has to be noted that the number of parameters to be simultaneously optimized heavily influences the computational complexity. Note that S3 is just one possible search algorithm. Technically, all algorithms focusing on modeling or optimizing configurable software systems [31–33, 76, 97] are applicable as well.

Although this step can be executed offline using a large trace database, the optimization is usually more effective when optimizing for a specific kind and type of system. Additionally, as the system under study evolves and/or the amount of available monitoring data increases, the parameters need to be adapted continuously. Therefore, the process is periodically re-triggered. However, depending on the chosen algorithm, this process can be very time-consuming, running for multiple hours or even days for huge systems. Therefore, the execution is triggered rather seldom.

5.3 Training

The third step is the process of training the estimation approach selector. The selection process in Figure 2 is split into two activities as the selection itself is executed far more frequently than the training of the selection model. During the training phase, a model is learned which is able to predict the best suitable approach for the given estimation problem. This model is then stored as the Selection Model, which is used by the actual selection process.

5.3.1 Problem Formalization. The problem of selecting the best algorithm for a specific problem instance was also formulated by Rice [70] as the algorithm selection problem. Based on this work,
Smith-Miles [78] formalized the following four components for modeling a selection problem: (i) the problem space, (ii) the feature space, (iii) the algorithm space, and the (iv) performance space. In this work, we can translate this to the task of selecting the best-suited resource demand estimation approach as follows:

- The problem space $P$ represents the measurement traces available for estimation,
- the feature space $F$ contains the characteristics of each trace, as described in Section 5.3.3,
- the algorithm space $A$ is the set of available resource demand estimators, and
- the performance space $Y$ represents the mapping of each algorithm to the estimation error.

For a given measurement trace $p \in P$ with characteristics $f(p) \in F$, the objective is to find a selection mapping $S(f(p))$ into the algorithm space $A$, such that the selected algorithm $\alpha \in A$ minimizes the performance mapping $y(\alpha(p)) \in Y$. The task of the model learning is to find the function $S$, mapping each possible trace characteristic to the selected algorithm, while the actual selection process (see Section 5.4) is executing $S(f(p))$.

5.3.2 Data set. Note that the training procedure itself can be done either online or offline. This decision mainly influences what data is available during the training phase to extract knowledge from.

**Offline training.** We refer to offline training as training that is performed once, using a variety of systems and configurations. Based on this set, one can apply all available approaches to the different training sets and use the feedback from those runs to determine which approach is best suited for the specific problem instance. This information, together with a set of descriptive features is then given to a machine learning algorithm, which learns a model from all training sets, extrapolating the relationship between the different features and the best-suited approach. We call this resulting model the selection model. This approach was proposed and partially evaluated in our prior works [30]. Naturally, the accuracy of this approach highly benefits from an increasing amount of training data and a high similarity of the training systems to the current problem instance.

**Online training.** Offline training has the disadvantage of being trained before being applied to the system under study. Therefore, in online training, we continuously monitor the current system and the performance of the different approaches, as these can also serve as training samples for our selection model [42]. Furthermore, the performance of the individual approaches changes if the optimization process described in Section 5.1 adapts the parameter settings of the respective approaches. If so, the training must be repeated for the newly found parameterization, which can be cost-intensive for the offline data set. However, online learning has the disadvantage that the trained model is prone to over-fitting to a specific system and cannot adapt very well to changes in the configuration or the structure of the system under study. This is due to the drastic reduction of training data in comparison to the larger data set used in offline training.

**Hybrid training.** As a consequence, we introduce hybrid training, a combination of both offline and online training in this work. The idea of hybrid training is to utilize the training data sets as applied in offline training, but iteratively adding online data from the system under study to the data set and periodically re-triggering the training process. Therefore, the training process is able to adapt to the feedback of the running system, while also maintaining robustness towards major changes of the respective system.

5.3.3 Features. Another central aspect of all machine-learning-based approaches is the feature set used for training. This section contains the list of features we extract from each monitoring trace. These features capture certain characteristics of the input traces that we deem useful for judging which algorithm would be most suitable for estimating that respective trace.
The machine learning algorithms are heavily dependent on those features and a careful selection, as well as the right amount, is crucial for a satisfactory outcome. Since machine learning algorithms try to distinguish between different classes of traces, too many features can actually be harmful. A trace refers to one training example of our data set. A trace usually consists of a set of a time series, e.g., of the CPU utilization of each resource, the response time, and the arrival rate of each request of the respective workload classes. The CPU-utilization measures the average utilization of the CPU for a certain interval, the response time contains the response time of each request and the arrival rate holds the number of incoming requests for a certain interval. These traces are then given to the estimation approaches for their estimations. For each trace, we want to create a feature representation $y$ that captures the characteristics of this trace.

Next to the time series itself, we have some general meta-information about the traces, including the number of resources (e.g., number of CPUs and/or CPU cores) and the number of different workload classes. For example, Spinner et al. [79] showed that the number of workload classes has a direct impact on the performance of the estimators. This meta-information is therefore also added to the feature set.

Another big impact on the performance of estimators is the utilization of the system [79]. It is therefore useful to include information about the average utilization of the available resources as well as the minimum and the maximum utilization. Therefore, it seems reasonable also to extract statistical information about the time series of each trace.

However, it does not seem useful to average this information over all resources. Especially, since different workload classes are known for stressing each resource differently. We, therefore, define a set of statistical features to extract utilization information for each individual resource, together with information about the arrival rate and response times of each workload class, and concatenate them to one feature vector $y$.

The extracted statistical features for a time series $T = (d_1, \ldots, d_n)$ consisting of an ordered set of data points are as follows:

- The number of data points: $n = |T|$
- The arithmetic average: $\bar{T} = \frac{1}{n} \sum_{i=1}^{n} d_i$.
- The geometric average: $\hat{T} = \left(\prod_{i=1}^{n} d_i\right)^{\frac{1}{n}}$.
- The standard deviation: $\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{T})^2}$.
- The quadratic average or root mean square: $x_{\text{rms}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} d_i^2}$.
- The minimum value: $T_{\text{min}} = \min T$
- The maximum value: $T_{\text{max}} = \max T$
- The kurtosis, a measure for the tailedness of the graph of $T$ (see [91]): $k = \frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{T})^4 - 3\left(\frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{T})^2\right)^2$.
- The skewness, a measure for asymmetry (see [40]): $s = \frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{T})^3 - \frac{1}{(n-1) \sum_{i=1}^{n} (d_i - \bar{T})^2} \cdot \left(\frac{1}{n} \sum_{i=1}^{n} (d_i - \bar{T})^2\right)^{3/2}$.
- The 10th percentile: $l = P_{10}(T)$
- The 90th percentile: $u = P_{90}(T)$

This results in a total of eleven statistical measures. Given that these are calculated for each resource and twice for each workload class (for arrival rates and response times), and add in the meta-information about the number of resources and workload classes available, the total number of features amounts to $|y| = 2 + 11 \cdot r + 22 \cdot w$, with $r$ being the number of resources and $w$ being the number of workload classes in the training set.
One advantage of the selected features is that they are fairly easy and fast to compute. In addition, most of the features are standard statistical measures that are easy to comprehend as a user. Exceptions might be the kurtosis and the skewness metrics; however, those are common metrics in time series analysis [40, 91] and are therefore included, because all traces are time series. In previous works, we also experimented with other and more features [30], including the correlations and the co-variances between the traces, the variance inflation factor, and information about the statistical distributions. While it might seem useful to include further features into the training, these features are costly to calculate and therefore greatly increased the required selection time [30]. As the respective features did not significantly impact the prediction accuracy, we decided to settle on the final feature list presented above. We also excluded any feature probing techniques [39, 43] as we consider the performance impact too high. Additionally, removing any more features from the above list negatively influenced the selection results, while offering only an insignificant run-time advantage.

5.3.4 Labels. After acquiring the feature vector per trace, one can execute all resource demand estimators on the given trace and then use the resulting estimation error as labels in order to train a machine learning algorithm. A selection engine can then be built by training different regression models, each predicting the error of individual estimators and then choose the one with the best expected error [4]. However, in the following, we work with a classifier-based approach. In order to do so, we compare the error values of each estimator in order to label each feature set with the value of the best algorithm. During the selection, the predicted label of the classifier can be viewed as the approach expected to perform best. This way, only one classifier model needs to be trained and executed, which saves computation time during online execution.

What remains is the determination of the estimation error of each approach during training. If available, the real estimation error can be used, if the training set contains a set of artificial or specifically monitored traces. However, this will not be feasible for many traces, for example, during online training. As the real resource demand is per definition unknown to SARDE, we have to rely on the internal error calculation based on cross-validation. The validation error used in this work is explained in more detail in Section 6.3.

5.4 Selection

After the training process produced an accurate selection model, the selection process analyses the type and structure of the monitoring streams and uses the provided selection model to make an informed decision about which approach to use for estimation. Simply put, the acquired machine learning model is utilized and its prediction for the best-suited estimator is applied. This process was deliberately split from the training process, as this process can use the same selection model multiple times in order to update the selected approach based on changes in the system or the monitoring streams.

Figure 4 illustrates an exemplified timeline, visualizing the five processes running in parallel. While monitoring is a continuous process, the estimation is executed quite frequently, with the more computationally expensive procedures running slower and fewer iterations. Note that this is just an exemplary configuration, the actual intervals of SARDE can be tuned by the user. Furthermore, the arrows of the respective colors show, how the results of the particular process influence the other running processes. We observe that for example, a finished training process updates the selection model used for the next selection process that has not started yet. This model is then used until it gets updated by a subsequent training iteration. Similarly, the output of the selection process, the selected approach to use for estimation, is applied for all subsequent estimation runs as long as the selection is not updated. It is furthermore shown, how the optimization results influence the next
training process. After a successful optimization, the optimization results take a while to come into effect at the actual estimation, as the estimation uses the old parameterization until the training with the new parameterization is finished and the newly parameterized approaches are selected for estimation. This has the advantage of protecting the continuous estimation from negative effects by a disadvantageous optimization run, as the training process is able to double-check and filter the respective approaches if necessary. However, the cost of this approach is the delay between a finished optimization and its parameterization coming into effect.

5.5 Estimation
The most frequent process is the actual estimation process. Its frequency mainly depends on the variability of the system and the monitored traces, as well as the quality of the estimated resource demands itself. Upon execution, the estimation process loads the approach selected by the selection process and updates it with the optimized parametrization by the optimization process, if available. Then, the estimation is executed on the newest monitoring data. Note that, as depicted in Figure 4, multiple subsequent estimation executions might be performed using the same approach. This is on purpose, as the monitoring data is updated between those executions, which impacts the estimation result. To that end, all process executions always utilize the most recent monitoring data available at the start of each process.

6 EVALUATION
In this section, we evaluate and analyze the performance of SARDE concerning various aspects. To this end, we pose ourselves the following research questions:

RQ1 What is the gain of continuously repeating the estimation?
RQ2 What is the impact of applying optimization, selection, and both combined to the repeated estimation?
RQ3 What is the overhead of applying these techniques?

In the following, we will describe and analyze the experiment series we conducted in order to answer these questions.

6.1 Experiment Setup
We designed two different experiments to validate the accuracy of our approach. First, we applied a common data set in Section 6.1.1 consisting of a set of micro-benchmarks executed on a system and already applied in a variety of previous studies [27, 29, 30, 79]. Second, we extend this analysis
by adding a long-term measurement trace from a realistic application, described in more detail in Section 6.1.2.

6.1.1 Micro-benchmark data sets. This data set consists of a set of measurements obtained by executing micro-benchmarks on a real system. A set of 210 traces, each with approximately one hour run-time, was collected. The micro-benchmarks generate a closed workload with exponentially distributed think times and resource demands. The think times themselves were set to fit the targeted load level of each specific experiment. As mean values for the resource demands, we selected 14 different subsets of the base set \( [0.02s; 0.25s; 0.5s; 0.125s; 0.13s] \) with a varying number of workload classes \( C = \{1; 2; 3\} \) and target load levels \( U = \{20\%; 50\%; 80\%\} \). The subsets were arbitrarily chosen from the base set. This way, we can ensure that the resource demands are not linearly growing across workload classes. Additionally, the subsets intentionally contained cases where two or three workload classes had the same mean resource demand.

6.1.2 Realistic Application. In addition to the micro-benchmark data sets, we conducted a long-term study of a realistic, containerized application measured on a real system. However, in order to evaluate the accuracy of the approach, it is necessary that we know the exact resource demands to be estimated. Therefore, we developed a synthetic application that offers three different services via a REST API that perform a prior defined load for each service call. For the following of this section, the first workload class (WC1) performs an exponentially distributed load with a mean of 0.01s, the second workload class (WC2) performs an exponentially distributed load with a mean of 0.03s, and the third workload class (WC3) performs a normally distributed load with a mean of 0.005s and a standard deviation of 0.001.

In order to evaluate the adaptability of the individual approaches in comparison to SARDE with respect to different influence factors, we varied both the load intensity and the distributions of the individual workload classes. Figure 5 depicts the load intensity, i.e., the number of requests per second of each workload class as a stacked line chart. The load is intentionally noisy and strongly varies over time. Additionally, the relative share of the different workload classes changes. As the different workload classes each have different resource demands, the resulting utilization curve is non-obvious.

In order to reflect a realistic cloud setup, we deployed the application inside an Ubuntu 18.04 Virtual Machine (VM) associated with 1 pinned CPU core and 4 GB RAM running on an HPE ProLiant DL160 Gen9 server equipped with an Intel® Xeon® CPU E5-2640 v3 @ 2.60GHz and 32 GB RAM total RAM, using a KVM hypervisor. The load driver generating the REST requests was situated on another host in the same cloud in order to isolate the performance behavior and also include the network overhead per request.

6.2 Evaluation Metrics

In this section, we describe the metrics we use during our evaluation of SARDE. We focus mainly on execution time and estimation accuracy. All execution times were measured using the publicly available Java implementation of SARDE\(^5\) and version 1.1 of the underlying LibReDE engine\(^3\) by relying on the internal time measurement. All reported experiment times were conducted on a Windows 10 machine using an Intel® Core® i7-6600U CPU @ 2.60 GHz and 16 GB RAM.

For accuracy, we evaluate the estimation error \( \epsilon_E \) per approach by averaging the relative estimation error of each workload class:

\[ \epsilon_E = \frac{1}{3} \sum_{i=1}^{3} \frac{|\hat{R}_i - R_i|}{R_i} \]

\(^5\)This is also the version endorsed by SPEC research. Available at https://research.spec.org/tools/overview/librede.html
Fig. 5. Server utilization and throughput of the different workload classes of our monitored application over time.

\[
\epsilon_E = \frac{1}{C} \sum_{c=1}^{C} \left| \frac{\hat{D}_c - D_c}{D_c} \right|
\]

where \( C \) is the number of workload classes, \( \hat{D}_c \) is the resource demand estimate for workload class \( c \), and \( D_c \) is the real resource demand of class \( c \).

6.3 Configuration

There are several generic and configurable parts of the SARDE approach described in Section 5. In this section, we describe the specific configurations that we applied for the presented evaluation.

First, we concentrate on the estimation of the resource demand error. As all evaluations and optimizations performed by SARDE rely on the internal estimated error, it is crucial that the applied error validation closely resembles the actual resource demand error. Recall, that SARDE does not have the real resource demands available for validation as they are naturally unknown to SARDE during operation. Therefore, SARDE calculates the estimated validation error \( \epsilon_V \) using the estimated relative response time error \( \epsilon_R \) and the estimated absolute utilization error \( \epsilon_U \). This error is then used for all internal validation processes. The two error functions are defined as follows:

\[
\epsilon_R = \frac{1}{C} \sum_{c=1}^{C} \left| \frac{\hat{R}_c - R_c}{R_c} \right|
\]

\[
\epsilon_U = \left| \sum_{c=1}^{C} (X_c \cdot \hat{D}_c) - U \right|
\]

with \( C \) being the number of workload classes, \( R_c \) the average measured response time of workload class \( c \) over all resources, \( \hat{R}_c \) the predicted average response time using Mean Value Analysis [5] based on the estimated resource demands, \( X_c \) the measured throughput of workload class \( c \), \( \hat{D}_c \) the estimated resource demand of workload class \( c \), and \( U \) the average measured utilization over all resources.

Using both errors, we can compute the compound validation error \( \epsilon_V \) as a weighted sum of \( \epsilon_R \) and \( \epsilon_U \):

\[
\epsilon_V = \frac{1}{2} \min(1, \epsilon_U) + \frac{1}{2} \min(3, \epsilon_R).
\]

Note that we bound the utilization error at 1 and the response time error at 3. This is necessary, since both errors are effectively unbounded, and therefore might dominate the other error during the validation. The values are chosen, as during capacity planning response time errors are usually
acceptable to be higher than utilization errors [58, 60]. Apart from that, both $\epsilon_U$ and $\epsilon_R$ are currently weighted 1:1. However, this configuration could be adapted if a user is more interested in minimizing the respective error value.

For the online analysis of the realistic application, we use an estimation interval of 70 seconds, a selection interval of 170 seconds, a training interval of 700 seconds, and an optimization interval of 1000 seconds in order to keep a reasonable amount of repetitions for each activity during the experiment. Based on our results in Section 7.1.1 we applied a random forest classifier as the selection algorithm. Concerning the S3 optimization algorithm, we use 5 splits, 4 exploration points, and 5 iterations for single parameter optimizations. For multi-parameter optimizations, we need to rely on 1 split, with 2 exploration points, and 2 iterations in order to reduce the algorithmic complexity.

7 RESULTS

In this section, we present the results obtained from the experiments outlined in the previous section. First, Section 7.1 focuses on the analysis of the selection process, while Section 7.2 analyses the performance of the optimization algorithm. Finally, we put both aspects together and analyze the performance in Section 7.3.

7.1 Selection

This section presents results concerning the selection of the best-suited estimation approach. The first section compares different selection algorithms with each other using our set of micro-benchmark experiments. Then, we analyze the performance of continuous training and selection over time in our realistic application.

7.1.1 Micro-benchmarks. To compare the different selection algorithms with each other, we utilize the set of micro-benchmarks as they represent a wide variety of different scenarios in their characteristics. Therefore, we can get a holistic analysis of the performance of each selection algorithm.

We include a Decision Tree (DT) [7], AdaBoost [34], Random Forest (RF) [6], Logistic Regression (LogReg) [15], Support Vector Machine (SVM) [14], and Neural Network (NN) algorithm. The neural network is a sigmoid perceptron consisting of two fully connected inner layers, an input layer, as well as an output layer for the selection. We used 100 neurons in total and applied the back-propagation algorithm based on the least-squares error for learning. For all algorithms, we relied on the implementations provided by the SMILE [50] library. For a fair comparison, all algorithms were used in their default parameterization. Furthermore, we add a random classifier always choosing a random approach as a baseline. We split the 210 available scenarios into 168 training and 42 validation traces. The machine learning algorithms were trained with the 168 training sets and Table 1 shows their performance on the 42 remaining validation sets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Random</th>
<th>DT</th>
<th>AdaBoost</th>
<th>RF</th>
<th>LogReg</th>
<th>SVM</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. estimation error</td>
<td>43.5%</td>
<td>22.5%</td>
<td>19.8%</td>
<td>17.9%</td>
<td>25.0%</td>
<td>18.0%</td>
<td>18.0%</td>
</tr>
<tr>
<td>Hit-rate</td>
<td>16.7%</td>
<td>52.4%</td>
<td>66.7%</td>
<td>71.4%</td>
<td>42.9%</td>
<td>59.5%</td>
<td>59.5%</td>
</tr>
<tr>
<td>Train time</td>
<td>–</td>
<td>211.1s</td>
<td>241.1s</td>
<td>533.0s</td>
<td>305.6s</td>
<td>262.3s</td>
<td>243.2s</td>
</tr>
<tr>
<td>Avg. estimation time</td>
<td>1.4s</td>
<td>1.1s</td>
<td>2.0s</td>
<td>2.1s</td>
<td>1.5s</td>
<td>1.5s</td>
<td>13.4s</td>
</tr>
</tbody>
</table>
The first line of Table 1 shows the average resource demand estimation error on the 42 remaining traces when applying the respective selected approach. We observe that—as expected—the random classifier has the worst performance; the decision tree and logistic regression algorithm also fall behind. However, AdaBoost, Random Forest, SVM, and NN all perform comparatively. Random Forest has the best accuracy, with an average estimation error of 17.9%. This is impressive if you consider that the average minimum error of all approaches (and therefore the de-facto perfect result) is 17.6%. Therefore, the performance of the approaches chosen by random forest is just 0.3% worse than the theoretical optimum. These results are in line with the hit rate, i.e., the relative share of scenarios in which the algorithm selects the best approach. Again, Random Forest outperforms all other approaches with a hit rate of almost 72%, while a random classifier baseline achieves only 16.7%.

When analyzing the training time, we observe that all approaches take between 4 and 10 minutes for completing the training with a training corpus of 168 traces. Here, random forest takes the longest time for training (almost 10 minutes), while all other approaches terminate within 4 - 5 minutes. However, considering the large amount of the training set (168 measurement hours), we find a training time of 10 minutes more than acceptable for online use. Similarly, the average estimation time (including feature extraction, selection, and the estimation process itself) is sufficiently fast. Most approaches finish between 1 and 2.5 seconds, only the NN approach requires up to 15 seconds of estimation time. As typical estimation windows are usually in the range of several minutes, these time scales are more than sufficient. One interesting observation is that the random baseline, despite the lack of an actual selection, is not the fastest of the approaches. This undermines our observation that the most dominant time factor for the average estimation time is in fact not the selection algorithm itself (excluding NN), but the estimation time of the selected approach.

Based on our results, for the remainder of this paper, we concentrate on the Random Forest algorithm with a parameterization of five trees ($n_{\text{trees}}$), two features per node decision ($m_{\text{try}}$), a maximum leaf node size of one ($n_{\text{nodeSize}}$), applying the Gini splitting criterion ($r_{\text{ule}}$) and using feature sampling with replacement ($s_{\text{ubsample}}$).

7.1.2 Realistic application. Following the broad analysis of multiple validation scenarios, we now analyze the performance of the random forest selection for our realistic application. For this, we look at the continuous training and selection of the algorithm over time. Figure 6 shows the estimation error for every approach over time. The activities are depicted in the time diagram in the top of Figure 6. The red bars indicate time and duration of training phases, the orange bars indicate selections accompanied by an abbreviation of the chosen approach and the blue bars indicate the regularly repeated estimations of all approaches.

In each training phase, the chosen selector algorithm (Random Forest in this case), was trained on all available offline traces from the previous section, plus the additional experience from the currently running trace (hybrid training). Therefore, the first trained model only has the micro-benchmark data set available as training data set. The second one has the micro-benchmark set, plus the first 700 seconds of experiment time, and so on. As we had a maximum of three different workload classes ($r = 3$) and one resource ($w = 1$) in the training set, the feature vector $y$ had a length $|y|$ of 57 for training (compare Section 5.3.3.

We observe that the estimates, as well as the corresponding accuracy of each individual approach, are massively changing during the experiment. There is therefore a good rationale for continuously repeating the resource demand estimations, and simultaneously for changing the applied approach (see Section 3). This also answers our first research question (RQ 1).

Additionally, we observe that the SARDE approach (blue) jumps between different respective approaches. While SARDE needs a while to learn and adapt to the current trace (before 2000), it
then is able to predict and select among the best performing approaches until the environment changes and the approach decreases in accuracy (starting at 6000). In reaction to this development, another approach is chosen at around 8000 until its performance decreases as well.

Table 2. Overview on the quality of selected approaches using the realistic application.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Average Rank</th>
<th>Accuracy (%)</th>
<th>Accuracy Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ServiceDemandLaw</td>
<td>2.02</td>
<td>11.52</td>
<td>3.11</td>
</tr>
<tr>
<td>ResponseTimeApproximation</td>
<td>5.47</td>
<td>35.04</td>
<td>26.63</td>
</tr>
<tr>
<td>ResponseTimeRegression</td>
<td>3.69</td>
<td>27.94</td>
<td>19.53</td>
</tr>
<tr>
<td>WangKalmanFilter</td>
<td>2.94</td>
<td>18.74</td>
<td>10.33</td>
</tr>
<tr>
<td>UtilizationRegression</td>
<td>3.64</td>
<td>23.84</td>
<td>15.43</td>
</tr>
<tr>
<td>KumarKalmanFilter</td>
<td>3.21</td>
<td>15.17</td>
<td>6.91</td>
</tr>
<tr>
<td>SARDE</td>
<td>2.82</td>
<td>16.88</td>
<td>8.64</td>
</tr>
<tr>
<td>Random</td>
<td>3.08</td>
<td>18.49</td>
<td>10.15</td>
</tr>
</tbody>
</table>

In the following, we will analyze Table 2 for more detail on the selection results. Table 2 shows the average rank of each selection approach, together with its average total accuracy loss, i.e., the average difference of the relative estimation error of the given approach in comparison with the current best approach. We observe that Kumar Kalman Filter and Service Demand Law both have relatively low ranks and a small accuracy loss in comparison to other approaches. The response time approximation has a particularly high accuracy loss, as its performance is consistently worse than any of the other approaches. SARDE is able to achieve an average rank of 2.82 with only 8.6% of accuracy loss towards the theoretical optimum. Compare this with a baseline approach of the random classifier, which achieves an average rank of 3.08 together with an accuracy loss of 10.2%. Note that it is not possible to simply choose service demand law as the best approach for example, as the knowledge about the performance of the individual approaches is not known prior to execution. Instead, the self-adaptive features of the selection approach of SARDE enable it to constantly monitor the performance of the individual approaches and switch between the most promising approaches. Therefore, SARDE is able to learn from and adapt to a scenario without any prior knowledge or training for that environment.
7.2 Optimization

After analyzing the selection process in detail, this section now focuses on the optimization. Similar to the previous section, we first analyze the set of different micro-benchmarks representing a wide variety of test applications and then concentrate on a more in-depth analysis of our realistic application.

7.2.1 Micro-benchmarks. The focus on this section is to show the potential benefit of parameter optimization on our trace data set. Naturally, not all estimation approaches have the same set of parameters available. For example, the two Kalman-Filter-based approaches Kumar Kalman Filter (KF) and Wang Kalman Filter (WF) have five approach-specific parameters that can be tuned. On the other side, other approaches, like Service Demand Law (SD) or Response Time Approximation (RT) do not have any parameters to fine-tune the respective approach. Table 3 shows the available optimization parameters for SARDE as well as the respective lower and upper bounds.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>Supported approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step size</td>
<td>10</td>
<td>360</td>
<td>SD, RT, UR, RR, WF, KF</td>
</tr>
<tr>
<td>Window size</td>
<td>1</td>
<td>60</td>
<td>SD, RT, UR, RR, WF, KF</td>
</tr>
<tr>
<td>Initial bounds distance</td>
<td>0.0</td>
<td>0.1</td>
<td>WF, KF</td>
</tr>
<tr>
<td>Bounds factor</td>
<td>0.0</td>
<td>1.0</td>
<td>WF, KF</td>
</tr>
<tr>
<td>State noise covariance</td>
<td>0.0</td>
<td>2.0</td>
<td>WF, KF</td>
</tr>
<tr>
<td>Observe noise covariance</td>
<td>0.0</td>
<td>0.1</td>
<td>WF, KF</td>
</tr>
<tr>
<td>State noise coupling</td>
<td>0.0</td>
<td>2.0</td>
<td>WF, KF</td>
</tr>
</tbody>
</table>

The only two parameters that are common to all approaches are concerned with the input processing of monitoring data. The step size describes the aggregation interval, i.e., the interval for which all monitoring measurements are aggregated, and serves as the minimal time unit for each estimation approach. Additionally, the window size defines the memory of each approach, i.e., the number of steps that are considered for each estimation approach. For example, if the step size is 60 seconds, and the window size is 60, then only the last 60 \( \times \) 60 = 3600s of measurements are considered for the estimation. Hence, the specific tuning of both parameters is more dependent on the individual trace than to the specific approaches, as it is more a configuration parameter (i.e., a parameter that needs to be set based on external requirements), than an optimization parameter (i.e., a parameter that can be freely chosen to optimize performance). We observe this effect also in Figure 7.

Therefore, Table 4 focuses on the parameters of the two Kalman-Filter-based approaches Kumar Filter (KF) and Wang Filter (WF). Table 4 shows the performance of our optimization tuning the five tunable parameters initial bounds distance, bounds factor, state noise covariance, observe noise covariance, and state noise coupling using the bounds defined in Table 3. In order to evaluate the results on the micro-benchmarking training sets, we split the 210 traces into 168 training traces and 42 validation traces. The training algorithm optimized the parameter of the training traces, while Table 4 shows the performance of the remaining 42 validation traces.

We observe that the default parameterizations (as proposed by the default configuration of the implementations) are sub-optimal for both Kalman filter scenarios. Both estimators could significantly improve the estimated error on the validation set. However, it is interesting that the KF, which performs already significantly better than WF in its default configuration, also profits...
Table 4. Estimation error and chosen configuration parameters of our validation benchmarks before and after optimization.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>KF-Default</th>
<th>KF-Optimized</th>
<th>WF-Default</th>
<th>WF-Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization time (s)</td>
<td>–</td>
<td>6456</td>
<td>–</td>
<td>8878</td>
</tr>
<tr>
<td>Average estimated error</td>
<td>0.273</td>
<td>0.227</td>
<td>0.823</td>
<td>0.752</td>
</tr>
<tr>
<td>Relative improvement</td>
<td>–</td>
<td>16.7 %</td>
<td>–</td>
<td>8.6 %</td>
</tr>
</tbody>
</table>

Parameter values:
- Initial bounds distance: 0.0001, 0.0, 0.0001, 0.1
- Bounds factor: 0.9, 0.75, 0.9, 1.0
- State noise covariance: 1.0, 0.0, 1.0, 1.0
- Observe noise covariance: 0.0001, 0.1, 0.0001, 0.0
- State noise coupling: 1.0, 2.0, 1.0, 1.0

more from the optimization. Although the absolute error reduction is greater for the WF, the relative improvement for the KF (16%) is almost double the relative improvement for the WF. In addition, we note that, although KF is slightly faster than WF, both optimizations take comparatively long to optimize as they need to take all 168 training traces into account. To summarize, we can say that the optimization finds effective parameter optimizations, even if the validation traces are unknown to the algorithm.

7.2.2 Realistic application. After analyzing the performance of our optimization procedure on the different micro-service benchmarks we now continue on our realistic application data set. As already discussed in the previous section, most approaches are limited to only two configurable parameters: the step size and the window size. Therefore, we configure the optimization used in the previous section to optimize the Kalman filter parameters for the two Kalman filter approaches, while focusing on step size and window size for all other approaches. (See Table 3.) As these two parameters heavily influence each other, the optimization combines both into one parameter that only changes the window size relative to the respective step size.

Figure 7 depicts the estimation accuracy of the different approaches over time. In addition, the dashed lines of each color represent the accuracy of the optimized approach. A new parameterization
comes into effect at the first estimation interval (blue) after the end of each optimization interval (green). Every optimization run is able to utilize more data, as all collected data from the previous trace is used.

First, we observe that not all approaches (purple, turquoise) are able to profit from the parameter optimization. This is due to the limitations of the optimizable parameter set as discussed above. On the other hand, there are other approaches (green, pink) that can profit greatly from changing the parameters. However, in summary, Figure 7 does unfortunately not conclusively prove or disprove the applicability and the effect of the optimization process. It can certainly affect the performance of the algorithms in both ways; it is therefore important to analyze the interplay between the optimization and the selection component. If the correct approaches are chosen, the optimization can help to improve the current approaches, while its negative effects are mitigated by the selection process. We therefore analyze the interplay of both processes in the following section.

7.3 Combination

Finally, we now combine the two processes of optimization and selection in order to evaluate their interplay as intended by the SARDE approach. For this, we focus solely on the realistic application data set, as the optimization procedure and the selection interplay can only be analyzed over time which is infeasible for the 210 available micro-benchmark traces.

Analogously to the previous sections, Figure 8 depicts the estimation errors of the individual approaches over time. The individual approaches remain unchanged in comparison to the previous experiments. However, we include the blue estimation line that represents the SARDE estimation. We observe that SARDE is again efficiently able to choose between the different available selection approaches as already seen in the analysis of Section 7.1. In addition to that, however, the blue estimation line now deviates from the standard approach estimations as the parameter optimizations change the performance of the estimations.

In the first half, SARDE shows some degrees of instability observable from frequent changes in the selected approaches as well as sudden spikes in estimation error. However, as soon as a spike occurs, the self-adaptation mechanisms counteract that behavior by changing the chosen approach and/or the applied parameters. Therefore, towards the end of the trace, the stability gradually increases. Additionally, we observe that at different points in time, the blue estimation line exhibits a lower estimation error than any of the other approaches. This is possible, as the parameter optimization process gradually adapts to the specific properties of the trace and learns to fine-tune the estimation approaches towards that.
Table 5. Summary on selected approaches executing SARDE.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Number of selections</th>
</tr>
</thead>
<tbody>
<tr>
<td>ServiceDemandLaw</td>
<td>23</td>
</tr>
<tr>
<td>UtilizationRegression</td>
<td>7</td>
</tr>
<tr>
<td>KumarKalmanFilter</td>
<td>20</td>
</tr>
<tr>
<td>WangKalmanFilter</td>
<td>12</td>
</tr>
<tr>
<td>ResponseTimeRegression</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5 summarizes the different selections also observable in the top of Figure 8. Similar to our analysis in Section 7.1, we can confirm that the selection algorithm still chooses from almost all estimation algorithms (except the poorly performing Response Time Approximation) in order to adapt to the respective situations.

Generally, it can be said that SARDE is able to effectively combine the accuracy gain achieved by optimization with a selection of the most suitable approach for a given situation on the evaluated data set. This enables us to answer RQ 2.

7.4 Workload Analysis

The analysis in Section 7.3 helps us to understand the performance of SARDE during a continuous estimation. However, another angle at analyzing the given workload is to section it into different intervals. This enables us not only to analyze the performance of SARDE, but also to relate it to the workload properties of the respective interval.

Therefore, Table 6 presents the main arrival rate properties of the three workload classes described in Section 6.1.2 together with the performance of SARDE, split into ten different intervals. Recall that workload class 1 (WC1) and workload class 2 (WC2) perform an exponentially distributed load with a mean of 0.01s and 0.03s, respectively. In contrast, the third workload class (WC3) performs a normally distributed load with a mean of 0.005s and a standard deviation of 0.001. Therefore, WC3 follows another intensity distribution and is comparatively light.

Table 6. Workload properties of different experiment intervals.

<table>
<thead>
<tr>
<th>#</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Index of Dispersion</th>
<th>SARDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WC1</td>
<td>WC2</td>
<td>WC3</td>
<td>WC1</td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>21.26</td>
<td>16.59</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>10.21</td>
<td>6.88</td>
<td>30.22</td>
<td>7.76</td>
</tr>
<tr>
<td>3</td>
<td>24.25</td>
<td>4.42</td>
<td>17.02</td>
<td>3.58</td>
</tr>
<tr>
<td>4</td>
<td>24.41</td>
<td>2.36</td>
<td>9.57</td>
<td>3.61</td>
</tr>
<tr>
<td>5</td>
<td>13.76</td>
<td>5.35</td>
<td>3.74</td>
<td>6.64</td>
</tr>
<tr>
<td>6</td>
<td>0.13</td>
<td>8.66</td>
<td>1.55</td>
<td>0.48</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>2.17</td>
<td>1.46</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>2.34</td>
<td>2.75</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>4.49</td>
<td>9.87</td>
<td>0.04</td>
</tr>
<tr>
<td>10</td>
<td>2.73</td>
<td>5.23</td>
<td>19.87</td>
<td>2.92</td>
</tr>
</tbody>
</table>

Table 6 shows the mean, the standard deviation, and the index of dispersion [16] of each workload class arrival rate in requests per second during the respective interval. The index of dispersion...
is calculated by dividing the variance, i.e., the squared standard deviation, by the mean [16]. We observe that all ten intervals show vastly different workload characteristics. For WC1, the intervals vary between 0 and 25 requests per second, together with the standard deviation between 0 and over almost 8. The respective index of dispersion is not defined for mean values of 0, in other cases, the index rises up to almost 6 in interval 2. The other workload classes show similar behavior, with mean arrival rates varying by a factor of 10, and index of dispersion values ranging from as low as 0.8 up to a maximum of almost 13 in interval 1.

In addition, we note that the variations of the three workload classes are independent and spread along the different analyzed intervals. For example, in interval 1 WC3 has the highest Index of Dispersion of almost 13, while WC2 also has a significant amount of dispersion and WC1 is absent. In the following interval, the measured dispersion drops for WC2 and WC3, while in increased to the trace maximum of 5.9 for WC1. Hence, we conclude that all intervals contain vastly different workload patterns and intensity variations.

Therefore, we can now analyze the performance on SARDE on the different intervals, to see how the estimator performs. We observe relatively high errors in the first two intervals, while the performance stabilizes starting in interval 3. This can be either due to the massive dispersions shown by WC3 and WC1 in the first two intervals, or due to the fact that SARDE has not yet collected a sufficient amount of knowledge over the system. However, after these two critical intervals, we observe that SARDE delivers relatively stable estimations, which are not influenced by the distributions of the arrival data. One observation that we might draw is that the task at hand becomes significantly easier if one workload class is removed from the trace, as the accuracy improves for intervals 6–9, where WC1 is mostly absent. In summary, Table 6 shows that SARDE shows a reliable and stable performance in our test evaluation.

### 7.5 Overhead Analysis

Lastly, we evaluate the overhead introduced by applying the SARDE approach. Naturally, all self-adaptation and self-optimization processes we introduced in this paper increase the computation effort for estimating the resource demands. Therefore, the question arises whether or not the additional effort is worth spending and to weigh the achieved benefit with the required additional costs.

The additional computation effort can already be seen by analyzing the top part of Figure 8. However, for a more quantitative approach, we summarize the different execution times in Table 7.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Executions</th>
<th>Avg. execution time (s)</th>
<th>Std. dev. (s)</th>
<th>Total time spent (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation</td>
<td>154</td>
<td>0.2</td>
<td>0.7</td>
<td>38.5</td>
</tr>
<tr>
<td>Optimization</td>
<td>11</td>
<td>113.1</td>
<td>23.4</td>
<td>1244.3</td>
</tr>
<tr>
<td>Selection</td>
<td>63</td>
<td>0.2</td>
<td>0.1</td>
<td>11.5</td>
</tr>
<tr>
<td>Training</td>
<td>16</td>
<td>96.8</td>
<td>33.4</td>
<td>1548.1</td>
</tr>
</tbody>
</table>

First, we notice that in total 154 resource demand estimations are conducted. On average, each estimation takes around 200 ms to compute, resulting in roughly 39 seconds of computation time spent for the continuous estimation. The second most executed process is the selection of an estimation approach based on an already trained machine learning model. This selection process is similarly cheap as the actual estimation process, resulting in additional 12 seconds of computation effort spent on recommending.
In contrast to executing the selection model, which is comparatively fast, each machine learning training run takes about 97 seconds to complete. Therefore, the training is executed much more sparsely, resulting in a total training time of just under 26 minutes. Finally, the optimization process is as expected the most expensive technique of all self-adaptation processes. However, due to the relatively low amount of 11 executions, just 21 minutes of computation power is spent, as each optimization procedure takes slightly less than over 2 minutes on average.

In total, SARDE consumes 2844 seconds or 48 minutes of computation time over the full duration of our three-hour experiment. Given that one is able to efficiently scale the required computation power (as standard in modern-day cloud computing environments), one is expected to utilize well under one CPU-core while running SARDE (27% in this experiment). Note that this number is strongly dependent on the used configurations, mainly on the two most expensive processes of optimization and training. Fewer executions or different parameterizations greatly influence the perceived overhead.

In order to translate those execution times into costs, we could move the continuous estimation process into a serverless cloud environment. For example, if we execute the four processes on AWS Lambda (assuming server location in central Europe), we would need to pay for 244 invocations consuming 2844 seconds of computation time. Even if we multiply the compute seconds with the number of cores available on the test machine (4 cores) and choose to run the largest function size allocation currently available (3 GB), this would currently cost us 0.57 $ for the whole experiment\(^6\).

Therefore, we can conclude that the current configuration would result in maximum a cost of $0.19 per hour. Given that the monitored applications are usually much larger in size and therefore in operating cost, we assume the overhead costs of running SARDE are negligible. Hence, this answers RQ 3.

8 DISCUSSION

After we viewed and analyzed the results in the previous section, we discuss our findings in this section.

8.1 Continuous Updates

First, the question arises whether or not the continuously repeating activities, i.e., continuously repeating estimation, optimization, training, and selection activities is really necessary.

**Is continuously estimating necessary?** We argue that based on the continuous changes in the actual estimations, together with the respective error, and the comparatively low overhead of executing a single estimation, the continuous estimation of resource demands is useful and necessary. This question was already targeted by RQ 1 and the results are in line with the discussion in Section 3 and Section 7.5.

**Is continuously selecting necessary?** Similarly, as the properties of the incoming data flows constantly change, the applicability of the different approaches changes as well. This is also observable in Figure 1 and from all our results in Section 7 as this is the main reason for the constantly changing error rates of each approach. Therefore, we strongly advocate the constant update of the selection. Furthermore, we observe that almost all approaches have their justification and that the selection process frequently makes use of the different available approaches. Especially, as the results of Section 7.5 suggest that the selection using an already trained machine learning model is unsurprisingly very fast. One could even consider increasing the frequency of the selection to select a new estimation approach for every estimation interval.

\(^6\)Calculated by: https://aws.amazon.com/lambda/pricing
Is continuously training necessary? In contrast, the results of Section 7 do not suggest that continuously updating the selection strategy provides strong benefits. We observe from Sections 7.1 and 7.3 that the selection process indeed learns and adapts to the current trace and updating the selection strategy is useful. However, this is more due to an increase in available information and training data, than to the diligent repetition of the training process. Considering this and the fact that the training procedure is relatively expensive, a lower training frequency might be justified. We definitely see a benefit of repeating the training process; however, the costs of the training could be significantly lowered with little to no effect on the adaptation abilities by increasing the training interval. Two related interesting research questions towards that direction furthermore include How much training data is enough?, i.e., the minimal amount of training data that justifies training and using an estimator for selection and How much offline data do we need?, i.e., does it make sense to ignore all offline training data and utilize only online data for method selection. Alternatively, we could go ahead and simply replace the offline training data with the online data as it comes in.

Is continuously optimizing necessary? Similar results can be drawn for the optimization processes. The optimization is equally expensive as the training process, and takes even longer, depending on the parameterization of the used optimization algorithm. Although its positive influences can be seen in the analysis (see Section 7.2), its cost is significant in comparison to the standard estimation or selection procedure. As the accuracy gains take quite a while to come into effect, a lower optimization frequency would make sense if one wants to reduce the computational costs.

Summary. We conclude that all activities show effects and improvements to the overall estimation accuracy of SARDE. Therefore, continuous updates make sense for all of the proposed activities; the remaining questions are concerned with the optimal activity intervals.

8.2 Adapting Learning Intervals

Following our reflections of the previous chapter, we observe that the repetition intervals need to be updated as well. As we are currently tuning the adaptive processes of resource demand estimation, the dynamic adaptation of these adaptive processes can be seen as an additional layer of self-adaptation or meta-self-adaptation [49].

We can achieve these meta-adaptation capabilities by introducing an additional layer, tweaking the anticipated activity pause intervals based on their expected gain. This can be achieved via many possible functions. However, a straightforward solution is to utilize a function $f_{\text{max}} : [0, 1] \rightarrow [0, t_{\text{max}}]$, defining the length of a pause before the next activity cycle starts in dependence on a maximum pause time $t_{\text{max}}$ and a normalized expected gain $g \in [0, 1]$. This gain value $g$ is based on the benefits of the last executed activity cycle, for example, by evaluating the relative improvement of a parameter optimization.

Using the calculated gain $g$, the optimal activity pause can be modeled using an exponential function:

$$f_{\text{max}}(g) = \frac{e \cdot t_{\text{max}}}{e - 1} \left( e^{-(g^2)} - \frac{1}{e} \right). \quad (4)$$

This version has the advantage of offering a smooth decay over the anticipated pause interval time with increasing gain but suggesting comparatively long intervals for small increases of gain. This makes sense, as a future gain is unlikely. However, with further increasing gain, the suggested interval time falls almost linearly and reaches its zero at exactly $g = 1$, the maximum available gain value. If we also want to take the costs of an activity into account, we can modify the length of the plateau, or the steepness of the interval decrease by modifying the exponent of $g$ in the exponential term. Hence, we transform $f$ into a two-dimensional function:
\[ f_{t_{\text{max}}} (g, y) = \frac{e \cdot t_{\text{max}}}{e - 1} \left( \exp (-g^y) - \frac{1}{e} \right), \]

where \( g \) is the expected gain value, and \( y \in [1, \infty[ \) is the anticipated cost. While it is mathematically sound to have \( y \) unbounded, in practice, for most cases, we want to normalize \( y \) in order to limit its value (e.g., \( y \in [1, 10] \)) and therefore its influence. A caveat of this approach is that after SARDE has adapted reasonably well to a system, it consequentially chooses long adaptation times in order to save cost. Then, SARDE takes longer to react to sudden changes of the underlying system causes by, e.g., a deployment change or other large structural changes. The worst-case impact of this problem can be addressed by lowering \( t_{\text{max}} \); however, this in turn also reduces the potential cost benefits for reduced intervals. As this opens another dimension of parameters to be evaluated, we exclude evaluations on this in the scope for this paper. However, this might be an interesting direction for future work.

8.3 Ensemble approaches

We observed that some classification algorithms responsible for selecting the best approach are able to assign a score to each of the estimation approaches. Currently, the aim is simply to select the approach assigned with the highest score as it has the highest probability of delivering the best results estimations according to that classifier. However, one could also go one step further in utilizing these scores as a weight function in order to produce a combined resource demand estimate. Given the vector of resource demand estimations of each of the \( n \) individual approaches \((\tilde{D}_{c,1}, \tilde{D}_{c,2}, \ldots, \tilde{D}_{c,n})\) for a set workload class \( c \), and vector of assigned scores \((w_1, w_2, \ldots, w_n)\) calculated by a machine learning algorithm, we can compute the compound resource demand estimate for workload class \( \tilde{D}_c \) as:

\[ \tilde{D}_c = \frac{1}{n} \sum_{i=1}^{n} w_i \cdot \tilde{D}_{c,i}. \]

Note that in this example we assume the sum of all scores to sum up to 1. If they do not, we can normalize all scores in order to receive a valid weighting vector. If no classification algorithm seems suitable for this task, one could also utilize regression algorithms in order to learn the expected error and hence the resulting score of each estimator. However, similar to the previous chapter, this is out of scope for this paper as applying such a compound estimation technique would require further evaluations, parameter tuning, and deep analysis.

9 THREATS TO VALIDITY

Although we conducted the presented evaluations to the best of our knowledge, there might be some remaining threats to validity.

9.1 Internal validity

Our evaluation of the online application is based on a synthetic application, written especially for this analysis. This way, it is possible for us to exactly define and program the specific resource demands into the application, which is crucial in order to calculate the respective estimation errors. Therefore we are confident in the internal validity of the study. Unfortunately, the resource demands of any real-world application are not known in advance and would need to be estimated as well. Therefore, no meaningful evaluation about the accuracy of the used estimation techniques could be conducted, if no gold standard was available.
Finally, we note that all self-adaptation and optimization processes of SARDE are dependent on the internal validation error. The internal error estimates the error of the respective estimation based on the incoming measurements (as the gold standard is obviously unknown). Therefore, this internal error function is of paramount importance for the performance of all self-adaptation techniques of SARDE. Addressing these and other challenges discussed in the previous chapters might be possible topics of future work.

9.2 External validity

Concerning external validity, all presented error measures and especially the measured computation time of the realistic application reflect just the one repeatable estimation run. Different input data streams from different applications or measured on different systems could possibly lead to different results. Especially the overhead analysis must be viewed as an exemplary analysis, as its values are heavily dependent on the chosen parameterization as well as the respective machine learning algorithms or optimization techniques. As already discussed in the previous section, the repetition intervals can be arbitrarily changed as well, therefore the results of the overhead analysis can not be directly transferred to any arbitrary system.

In addition, our experiment results are limited to the evaluated workload patterns and resource demands presented in Section 6 and analyzed in Section 7.4. While we did our best to spread and diversify the analyzed scenarios, future work could aim at extending our analyses in order to verify whether the results transfer other scenarios as well.

10 LIMITATIONS

Next to the discussed design decisions discussed in Section 8, SARDE currently faces the following limitations.

The presented results only focus on six of the eight available approaches within LibReDE, as the two techniques based on recursive optimization [53, 57] are based on an incompatible optimization library and are therefore not usable for the presented study. However, the results using the presented six methods already show the benefits of SARDE. Note that this represents a strict technical limitation that does not affect the conceptual contribution of this work and could be therefore addressed in future work to further improve the presented results.

Similarly, LibReDE currently does not support the notion of uncertainty in the monitoring streams, being it due to missing values, low accuracy, or precision. Therefore, SARDE is also not able to support uncertain monitoring streams. However, future versions might enable confidence values or multiple measurement repetitions in order to remedy that problem.

While all activities are designed for continuous and online application, the current implementations are based on repeated batch learning. Therefore, while the data patterns offer the possibility for online learning and online algorithm selection capabilities, this is currently not implemented. However, it is expected that such techniques would mainly improve the computation times and therefore further simplify the use of the SARDE.

Finally, our experiment explicitly did not focus on extrinsic changes in resource demands. Such a resource demand change would for example occur if the running application is re-deployed or changed using Continuous-Integration and Continuous-Deployment pipelines following a new commit. This would of course invalidate all previous resource demand estimations and would require a reset of the monitoring traces of the affected parts of the system. We focus specifically on such incremental extraction approaches in another line of our research [56, 86]. However, as SARDE is designed for continuous changes in the environment, we are confident that the approach is able to work in such scenarios.
11 CONCLUSION

In this paper, we presented SARDE, a framework for continuous self-adaptive resource demand estimation. SARDE continuously (i) estimates resource demands, (ii) selects the most suitable estimation approach from a set of available alternatives, and (iii) optimizes the parameterization of the estimation approaches in order to minimize the estimation error. This is achieved by continuously evaluating the performance of each estimator in the current and constantly changing scenario. Based on the characteristics of the current situations, SARDE is able to adapt each estimator itself, but also to select the most suitable approach as well as improving and hardening the overall estimation error. This enables SARDE to serve as an ensemble resource demand estimator, capable of delivering reliable estimations in unknown and constantly changing environments without expert knowledge or human intervention.

We evaluate the selection of the estimator and the optimization using two different data sets: One collection of many different short-lived scenarios, and one realistic web application. Additionally, we analyze how the combination of both approaches inter-operates on the web application and also analyze the overhead of each individual activity performed by SARDE. We conclude that on our evaluated data sets the overhead is very limited in comparison to the achieved self-adaptive properties SARDE offers. The source code of SARDE is available as open-source\(^1\), and a replication package of the results is published on CodeOcean\(^3\).
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