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ABSTRACT CCS CONCEPTS

General Purpose Graphics Processing Units (GPGPUs) are becom-
ing more and more common in current servers and data centers,
which in turn consume a significant amount of electrical power.
Measuring and benchmarking this power consumption is impor-
tant as it helps with optimization and selection of these servers.
However, benchmarking and comparing the energy efficiency of
GPGPU workloads is challenging as standardized workloads are
rare and standardized power and efficiency measurement meth-
ods and metrics do not exist. In addition, not all GPGPU systems
run at maximum load all the time. Systems that are utilized in
transactional, request driven workloads, for example, can run at
lower utilization levels. Existing benchmarks for GPGPU systems
primarily consider performance and are intended only to run at
maximum load. They do not measure performance or energy effi-
ciency at other loads. In turn, server energy-efficiency benchmarks
that consider multiple load levels do not address GPGPUs.

This paper introduces a measurement methodology for servers
with GPGPU accelerators that considers multiple load levels for
transactional workloads. The methodology also addresses verifia-
bility of results in order to achieve comparability of different device
solutions. We analyze our methodology on three different systems
with solutions from two different accelerator vendors. We investi-
gate the efficacy of different methods of load levels scaling and our
methodology’s reproducibility. We show that the methodology is
able to produce consistent and reproducible results with a maximum
coeflicient of variation of 1.4% regarding power consumption.
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1 INTRODUCTION

The energy efficiency of servers and data centers has become an
ever more important issue over the last decades. In 2010, the U.S.
Environmental Protection Agency (U.S. EPA) estimated that 3% of
the entire energy consumption in the U.S. is caused by data center
power draw [19]. According to a New York Times study from 2012,
data centers worldwide consume about 30 billion watts per hour.
This is equivalent to the approximate output of 30 nuclear power
plants [5].

Improving the energy efficiency of data centers and servers re-
quires the ability to measure and rate that efficiency. Methodologies,
workloads, and metrics for server energy efficiency can enable more
informed purchasing and provisioning decisions. This is the case
for both regular servers and servers utilizing additional accelerator
devices, such as General Purpose Graphics Processing Units (GPG-
PUs). GPGPUs have become more common over the last years and,
consequently, the importance of rating their efficiency alongside
the efficiency of other types of servers has increased.

GPGPUs are mostly used in High Performance Computing (HPC)
environments, which are run mostly at full load. In contrast, most
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regular compute servers in modern day data centers are not being
utilized to their full capacity. Instead, these compute servers are
used to serve requests that arrive over time and are provisioned
with additional capacity in order to be able to cope with variations
in load, such as unexpected bursts. This leads to an average load
somewhere between 10% and 50% [7]. With the proliferation of
servers utilizing GPGPU devices, we pose that such servers will
also see use in such request-based computing contexts in the future.
In this case, benchmarking and rating methods for GPGPU servers
must be adapted to consider such transactional loads.

Existing benchmarks for GPGPUs do not consider transactional
loads or multiple load levels. Even energy efficiency itself is usually
just an afterthought for these benchmarks. Benchmark suites, such
as Rodinia [11], Parboil [27], LonestarGPU [10], and SHOC [13]
focus on performance measurements that can be used to indicate
HPC performance. All of these GPGPU benchmarks focus on deter-
mining the maximum performance level of the system under test
(SUT) and its accelerators; they do not measure at lower load levels
or utilization ranges.

This work presents a rating methodology for the energy ef-
ficiency of GPGPU servers that considers transactional loads. It
is based on the SPEC Power and Performance Benchmark Method-
ology [26] and designed to execute GPGPU kernels at different
request rates for a thorough energy-efficiency characterization.
Our methodology considers different vendor-specific workload im-
plementations, transaction scheduling, kernel parallelization, and
GPGPU result verification. We present a single workload, imple-
menting FFT, using the methodology, and showing how it can be
used for transactional execution.

The major contributions of this paper are as follows:

(1) A measurement methodology for measuring the power con-
sumption and energy efficiency of servers with GPGPUs
running transactional loads at multiple load levels,

(2) A reference workload for the methodology, using FFT,

(3) A framework that allows for different workload implemen-
tations, allowing for the use of GPGPU vendor-specific tech-
nologies, and

(4) An analysis of GPGPU power and energy-efficiency scaling
over transaction rate and size of processed data.

We evaluate our methodology using the reference FFT workload
on both AMD and NVIDIA devices. We investigate the reproducibil-
ity of results and analyze if power consumption and energy effi-
ciency scale with transaction rates and/or processed dataset sizes.
We show that the methodology is able to produce consistent and
reproducible results with a maximum coefficient of variation of
1.4% regarding power consumption and a maximum coefficient of
variation of 4.4% regarding performance.

The rest of this article is structured as follows: Section 2 de-
tails the underlying general power rating methodology employed
in this work and Section 3 covers related work. Section 4 then
introduces the GPGPU benchmarking methodology and the refer-
ence workload. The methodology is evaluated in Section 5, which
also provides an analysis on GPGPU power and energy-efficiency
scaling. Finally, Section 6 concludes the paper.

2 SPEC POWER METHODOLOGY

The work of this paper uses the SPEC Power and Performance Bench-
mark Methodology [26] as its basis. The methodology has been
developed by the SPEC OSG Power Committee as a tool for the anal-
ysis and evaluation of the energy efficiency of server systems. It was
first implemented in SPECpower_ssj2008 [17] and later in the SPEC
SERT [19] and SPEC Chauffeur WDK [4]. SPECpower_ssj2008 is a
benchmark which emulates a transactional enterprise application,
whereas SERT does not execute an application from a specific do-
main. It does not aim to emulate real world end user workloads, but
instead provides a set of focused synthetic micro-workloads called
worklets that exercise selected aspects of the server (or system)
under test (SUT). The worklets have been developed to exercise the
processor, memory, and storage I/O subsystems. The SPEC Chauf-
feur WDK is a development kit for such workloads and can be used
by researchers and industry practitioners for creation of their own
specialized worklets.

2.1 Device Setup

The SUT is at the center of the power measurement setup. It is a
physical system that runs the workloads used for evaluation. The
SUT’s power consumption and its performance during testing are
used to derive the energy-efficiency score. Performance metrics
are gathered from the SUT using a testing software harness. We
refer to the actual test execution software on the SUT as the host
software. For CPU-bound workloads, the host in turn spawns sepa-
rate on-SUT processes, referred to as clients, for each logical CPU
(hardware thread). For most workloads, a transactional workload
is executed on the clients. Clients can run work units in parallel.
However, parallelism also can be achieved by running multiple
clients concurrently. The clients collect the performance metrics of
their workload and forward this information to the host.

The workload is controlled by the controller system. It coordi-
nates which workload to run at which load level. It also collects all
measurements both from the SUT as well as external measurement
devices, and it calculates the metrics and scores. We refer to the
collection of software managing all instances and measurement
devices as the director. They are illustrated in Fig. 1.

We require at least one external power analyzer and one temper-
ature sensor. The power analyzer measures the power consumption
of the entire SUT, whereas the temperature sensor verifies the va-
lidity of measurements by making sure that all experiments are
conducted under similar environmental conditions. External power
and temperature instrumentation are used, as opposed to potential
internal instrumentation, as the methodology makes no assump-
tions about the internal structure of the SUT, allowing for maximum
portability. Reliance on external power measurement devices also
enables the definition of tight constraints on the accuracy of the
power measurement devices. Specifically, power measurement de-
vices must feature a maximum measurement uncertainty of 1% or
better.

2.2 Load Levels

According to [7], servers nowadays spend most of their time in a
CPU utilization range between 10% and 50%. As a result, workloads
within the SPEC Power and Performance Benchmark Methodology are
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Figure 1: Typical server power measurement device setup.

designed for the measurement of system energy efficiency at mul-
tiple load levels. This sets benchmarks implementing the method-
ology apart from conventional performance benchmarks, such as
SPEC CPU [9], or other energy-efficiency benchmarks, such as
JouleSort [25], and the TPC-Energy benchmarks [24], which target
maximum load and performance. To achieve workload execution
at different load levels, a methodology-compliant benchmark cali-
brates the load by determining the maximum transaction rate for
the given workload on the SUT. The maximum transaction rate
is measured by running as many of the worklet’s transactions as
possible, concurrently on each client. This calibrated rate is then
set as the 100% load level for all consecutive runs. For each target
load level (e.g., 100%, 75%, 50%, 25%), the benchmark calculates the
target transaction rate and derives the corresponding mean time
from the start of one transaction to the start of the next transaction.
During the measurement interval, these delays are randomized
using an exponential distribution that statistically converges to the
desired transaction rate. As a result, lower target loads consist of
short bursts of activity separated by periods of inactivity. Fig. 2
shows how calibration and the following measurement intervals
would run using intervals at 100%, 67%, and 33% as an example.
Note that the load levels are throughput-based and do not indicate
CPU utilization (this is a common misconception).

2.3 Transactions and Users

The implementations of the SPEC power methodology have devel-
oped a common way to handle input data and transaction state.
This method is relevant for this work, as it must be extended to
work with external accelerators. In addition, we must consider and
handle the state of accelerator execution contexts. In general, the
methodology considers any transaction to be stateless. Therefore,
states are stored separately from transactions. To achieve this, the
methodology implementations consider two types of objects: Trans-
actions and Users. Transactions are the stateless representation of
a transaction’s operations. Users, on the other hand, are passive
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Figure 2: Intervals for calibration and measurement
phase [29].

resources that are allocated by transactions as they begin the active
execution of an individual transaction. Users are again released
after a transaction’s execution has finished. This way, the Users can
be used to store any data needed for the transaction’s execution,
including the execution context itself. Note that sufficient Users
must be available for transactions to utilize all tested devices (e.g.,
CPU cores or GPGPUs).

3 RELATED WORK

We categorize related work into three major non-exclusive cate-
gories: GPGPU benchmarks, works on GPGPU energy efficiency,
and server energy-efficiency benchmarks in general.

GPGPU benchmarks are mostly performance benchmarks.
They are used to measure performance of GPUs in common GPGPU
application scenarios. For example, NAMD [8], LAMMPS [23], and
GROMACS [22] implement algorithms used in scientific computing
for various fields of study and are used to measure the performance
of accelerators in HPC environments. Similarly, the Rodinia [11],
Parboil [27], LonestarGPU [10] and SHOC [13] suites focus on
performance measurements that can be used to indicate HPC per-
formance. All of these GPGPU benchmarks focus on determining
the maximum performance level of the SUT and its accelerators;
they do not measure at lower load levels or utilization ranges.

Works on GPGPU energy efficiency often employ these GP-
GPU benchmarks for analysis of energy efficiency at maximum
load. [12] performs such an analysis to compare the most common
GPGPU benchmark suites. Similarly, [14] analyzes the energy effi-
ciency of multi-GPU systems. Expanding on these analyses, works
such as [21], [15], and [31] are able to predict the power consump-
tion of GPGPU devices. Expanding on these prediction mechanisms,
contributions, such as [3] and [16], optimize energy efficiency of
GPGPUs. Notably, both these works attempt to increase efficiency
by avoiding low load conditions. [3] collects instructions of the same
type to execute them in a way that prevents low load, whereas [16]
coexecutes different computing kernels in order to better utilize the
GPU’s computing hardware at high load. However, we argue that
low load is not completely avoidable, especially in transactional
execution scenarios, and must thus be examined by benchmarking
and testing solutions.



Server energy-efficiency benchmarks measure and rate the
energy efficiency of servers. In general, server-efficiency bench-
marks run a stable load for a period of time and then compute energy
efficiency as a function of the benchmark’s performance and power
consumption measured during the benchmark run. JouleSort [25] is
one of the earliest benchmarks of this type, always running at max-
imum speed. Similarly, TPC explicitly allows for energy measure-
ment during the execution of all of their current benchmarks [24].
These benchmarks are designed for database performance testing
and often are executed in highly distributed systems. In contrast
to JouleSort and the TPC benchmarks, SPECpower_ssj2008 [17],
a benchmark that emulates a transactional business application,
features ten different load levels that scale with the application’s
throughput. This idea is expanded on in the SPEC SERT [19], which
runs multiple different mini-workloads (called worklets) and uses
SPECpower_ssj load level scaling for its CPU [30] and Storage [20]
worklets. Notably, SERT uses a different method of load level scal-
ing for its memory worklets [18], as the standard load level scaling
method is difficult to apply in this context.

Our work in this paper differs from the related work in several
aspects: We differ from existing GPGPU benchmarks and energy-
efficiency work by considering transaction workloads which enable
the investigation of energy efficiency at low load scenarios. With
this, we resemble classical server energy-efficiency benchmarks,
which have not yet addressed GPGPUs. However, the related work
on the memory worklets in the SPEC SERT [18] shows that the
standard load level scaling mechanism is not equally applicable to
all device types. Investigating if and how it can be used for GPGPUs
is one of the major contributions of this paper.

4 GPGPU ENERGY-EFFICIENCY
BENCHMARKING METHODOLOGY

The goal of the GPGPU energy-efficiency benchmarking methodol-
ogy is to run transactional workloads on GPGPU devices in order
to rate their energy efficiency. To this end, we structure the exe-
cution of our GPGPU computing kernels in a way that allows us
to execute the kernel multiple times on the GPU. The transaction
rate is then the number of times the kernel was executed, allowing
for transaction rate-based load level scaling. We must also con-
sider verifiability [28] of the work that is executed on the separate
GPGPU device. The methodology should enable testing of different
device types. However, in practice, vendors use specific implemen-
tation languages and technologies for their accelerator devices. Our
methodology and its implementation must thus allow for the exe-
cution of these different vendor-specific kernel implementations.

4.1 Methodology Building Blocks

Our GPGPU benchmarking methodology is based on the SPEC
Power and Performance Benchmark Methodology [26] and the Chauf-
feur WDK [4] implementation of the methodology. Within this
framework, we place a translation layer that passes work from the
workload transaction within Chauffeur to the GPU. This kernel
harness interface also must be able to handle multiple execution
contexts and User objects. Finally, we must consider the different,
sometimes vendor-specific implementation options for our kernels.

4.1.1  SPEC Chauffeur WDK. The SPEC Chauffeur Worklet De-
velopment Kit (WDK) is a framework designed to enable easy de-
velopment of energy-efficiency workloads to be executed and mea-
sured using the SPEC Power and Performance Benchmark Methodol-
ogy [26]. Chauffeur thus handles instrumentation, result collection
and reporting, timing of transaction executions, and transaction
rate calibration. It is implemented in Java, allowing portability ac-
cross multiple server device types.

4.1.2  GPGPU Kernel. The GPGPU executes code packaged in
so-called kernels. A kernel contains a detachable executable com-
piled before it is passed to the GPU for execution. Kernel code
primarily differs from regular C or C++ in matters regarding pro-
gram flow and memory management. Designed for parallelization,
kernel developers must always consider synchronization. Each ker-
nel instance has a unique Thread-ID and Block-ID, which it can use
as part of its program flow in order to behave differently from other
kernel instances. In our case, we use this feature as part of our FFT
workload (see Section 4.5). A major potential bottleneck in kernel
execution is the communication bus that is used for communication
between CPU and GPU. Though the PCI-Express bus has enough
power to deliver high data transfer rates, the internal memory of
the GPU always is significantly faster. To avoid slowdowns, ex-
cessive communication between the GPU and CPU executed code
should be avoided. This is especially challenging in our context, as
we attempt to execute multiple kernel instances in relatively short
time-spans, requiring communication between the CPU controlling
the experiment run and the GPU performing the work. We par-
tially address this challenge by running multiple parallel execution
contexts on the CPU (and GPU), as described in Section 4.3.

OpenCL. OpenCL is used by GPGPUs and CPUs for parallel
computation and is widely supported on every major accelerator
platform. OpenCL is an open standard maintained by several ma-
jor companies and standardized by the Khronos Group. OpenCL
provides a rich API for memory management and transmissions
and divides the memory into several address spaces: local, global,
constant, and image memory. The memory to be used must be
specified by the workload programmer. The workload in this paper
uses the global, local, and constant memory. An OpenCL kernel
is compiled during run-time, which would allow run-time source
code modification by the surrounding code. For our benchmarking
framework, this means that the surrounding GPGPU benchmarking
code can be independent fully from the actual kernel code, as this
code can be passed to it right before its first execution. This, in turn,
allows for different OpenCL kernel implementations, which might
be better suited for different accelerator devices, but still might all
run within the same framework.

CUDA. CUDA is a vendor-specific kernel implementation lan-
guage developed by NVIDIA. It is a proprietary language used by
NVIDIA and only compatible with its GPUs. However, this tech-
nology has become very popular due to relatively simple usage
and many libraries available for, among other things, deep learning,
FFT, graph search, and physics simulation. CUDA uses a special
compiler, called NVCC, for its kernels. As a result, and in contrast
to OpenCL, CUDA kernels have to be compiled ahead-of-time by
the developer, offering less flexibility in adjusting the code before
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Figure 3: Initialization of OpenCL benchmark interval.

execution. However, many of the CUDA libraries, such as the FFT
library used by our workload in Section 4.5, are provided by the
driver and not compiled into the developer’s code. This allows the
driver to optimize the library for any specific device types, which
contrasts with the developer optimizing the code in OpenCL. This
driver-level optimization is challenging for benchmarkers, as they
may potentially lose control over parts of the workload to the hard-
ware vendor.

4.1.3  Kernel-Harness Interface. Every command for the GPGPU
coming from the Chauffeur Worklet has to pass through our kernel
harness interface. In general, this part is an interface between Java
code running within Chauffeur and a native library written in
C++. From a technical perspective, the kernel-harness interface
utilizes the Java Native Interface (JNI) [2]. It converts input data
passed from Chauffeur’s Users into datatypes to be passed to the
GPU. It also must manage device-specific initialization and cleanup
routines. Generally, the initialization and the transaction execution
are generalized to be able to work with all available datatypes.
However, the pre-processing and result-reading methods depend
on the specific data types utilized by the workload. Consequently,
the framework specifies separate pre-processing and result-reading
methods for each supported datatype. This is necessary to avoid
type conflicts during conversion of Java-types to C++-types, and
then to OpenCL/CUDA-types and vice versa.

4.2 Interval Benchmark Execution Flow

We consider the execution of each benchmarking interval (i.e.,
the execution of the benchmark at a certain load level) separately.
For each interval, we reinitialize the execution contexts for all
considered devices at the start of each interval. As a result, an
interval’s benchmark execution flow is composed of the following
steps:

o Initialization: We initialize all kernel execution contexts
and memory segments at the start of each interval.

o Kernel execution: After initialization, the actual bench-
marking work is performed by executing the kernel multiple
times (optionally in parallel) for the pre-measurement, mea-
surement, and post-measurement phases of the interval.

o Cleanup: The execution contexts are reset by removing and
cleaning allocated in-memory objects at the end of each
interval.

4.2.1 Initialization. The initialization takes care of the correct
initialization of the hardware and detection of the target platform.
It usually initializes the GPU, but may also initialize an OpenCL
context for the CPU. After determining the execution platform, and
in case of OpenCL, the harness compiles the loaded OpenCL kernel
code to create the executable kernel and then binds the kernel to the
execution context, which describes the GPU’s execution parameters.
The execution context also uses several buffers that are created to
hold the workload’s data in memory. If any dynamic variables are
used, they have to be stored in a special buffer to be accessible to
the kernel. This includes any point of data to where the GPU is
expected to write. We employ read-only buffers for larger arrays of
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Figure 4: Kernel execution during an OpenCL benchmark
interval.



data (e.g., large datasets for processing) only. Fig. 3 shows the steps
taken during the initialization of a benchmark interval for OpenCL.

4.2.2 Kernel Execution. The execution itself is divided in two
steps to accelerate the overall code execution by performing the
expensive first initialization separately and running only a small
part for re-initialization after each execution cycle. This reinitial-
ization is necessary for the variables and buffers to be filled with
the actual values and can be rerun after each execution without the
need for the entire heavy-weight initialization to run. After data
has been pushed to the GPU memory, the kernel gets enqueued in
the execution queue of the GPU and begins processing the buffers
and variables. After execution, the code pulls the output-buffer
from GPU memory and stores the returned values in the host ma-
chine’s memory. Fig. 4 shows the processing steps during a kernel’s
execution with OpenCL.

4.2.3 Cleanup. The cleanup deconstructs the context of an exe-
cution cycle by releasing all buffers and bindings. As a result, the
GPU has to run a full initialization after cleanup if it is again to be
prepared for execution. Fig. 5 shows the steps performed during
cleanup with OpenCL.

4.3 Further Parallelization

In practice, we need the ability to schedule several transactions
on the GPU devices in a parallel fashion. Running only a single
transaction at a time results in too many downtimes to achieve
high device utilization at full load, even though transactions them-
selves run a parallelized workload. To achieve this, the kernel and
the kernel-harness interface need to be transaction-aware. For this
purpose, they assign a transaction ID and allocate separate memory
spaces to each transaction. This enables transaction-wise initializa-
tion, execution, and cleanup, which is necessary to maintain the
character of a transaction when handling multiple transactions in
parallel.
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Figure 5: Cleanup after an OpenCL benchmark interval.

4.4 Result Verification

For verification, we create background tasks with low priority
within the benchmark harness. These tasks run on the CPU and
calculate a reference result for the corresponding dataset passed
to the GPU. After calculation of the reference result the difference
between the reference result and the GPU result is calculated and
compared within a margin to compensate for precision errors. To
minimize the impact on the GPU performance measurement the
amount of verification tasks is limited and the results to verify are
picked at random. As only a single failed verification is sufficient
to invalidate the result, there is no need to check every result as
long as the GPU cannot determine which result will be checked.
Calculating the reference result on the harness side enables our
methodology to be easily adopted for other future workload types
or upcoming technologies, as the interfaces used for validation
are mostly generic and independent of GPGPU technology and
workload.

4.5 Workload: FFT

As an initial workload, we implement the FFT (Fast Fourier Trans-
form) algorithm. FFT often is used in signal processing, encryption,
and other application areas to map a discrete time signal to the
frequency spectrum. Due to finite memory and step width, the
Fourier Transform cannot be calculated continuously and has to be
approximated by an algorithm such as Radix-2 or Radix-4. FFT has
the benefit of being data independent between its internal steps
and it is therefore highly parallelizable. In addition, we see a usage
scenario for FFT in which it is run multiple times as part of serving
requests or as part of other transactional workloads, which makes
it a candidate for use in our approach to benchmark transaction
GPGPU work units.

For CUDA, FFT already is implemented in a predefined library [1],
which is used in our implementation to ensure consistent data and
well-optimized code for the best possible performance. However,
using this pre-implemented vendor-specific code runs the risk of
decreasing comparability, as the internal workings of the in-driver
library are unknown and may even perform power management
operations. For this reason, we self-implement our OpenCL-kernel
code. It is an adapted version of [6] with some major differences,
such as the integrated conversion of one-dimensional values to
vectors. As described in [6], using vectors instead of scalar values
results in faster processing. Every FFT algorithm used in our work
uses Radix-2, which enhances comparability of results. In general,
we assume that the OpenCL kernel code features better comparabil-
ity compared to the CUDA version, especially regarding the power
consumption behavior it triggers, as it can run on all platforms and
contains no hidden optimizations.

5 EVALUATION AND ANALYSIS

We evaluate our methodology regarding two major aspects: Repro-
ducibility and power/efficiency scaling. The goal of this evaluation
is to show that our methodology can not only produce reproducible
results, but also help to show different power related behavior of
servers with GPGPU devices. This would show the relevance of
a transaction-based benchmarking approach for GPGPU. In addi-
tion, we perform an analysis on the factors that affect power and



Table 1: SUT specification.

CPU-only | NVIDIA GPU AMD GPU
Model Fujitsu Dell Reference
TX1320 M1 R730 Platform
| Sockets | T 2| T 2]
| CPU | TIntelXeon |  Intel Xeon | AMD EPYC |
Model E3-1281 v3 E5-2699 v4 7601
Cores 4 2x22 2x32
Threads 8 88 128
Base Clock | 3.7 GHz GHz 2.2 GHz 2.2 GHz
Turbo/Boost | 4.1 GHz GHz 3.6 GHz 3.2 GHz
| Memory |~ 32GB | 128GB | 1 128 GB |
'GPU | None | NVIDIA Tesla | AMD Radeon |
Model K40m | Instinct MI25
Memory 12 GB GDDR5 | 16 GB HBM2
0S RHEL 6.7 RHEL 7.5 | Ubuntu 18.04

efficiency scaling. In this analysis, we consider two major factors:
1) Transaction rate and 2) Dataset size. The transaction rate is
the number of FFT transactions per second handled by the GPU,
whereas the dataset size is the size of dataset to be analyzed by each
single FFT transaction. We intend to see different types of power
and efficiency scaling when increasing dataset size or transaction
rate and also may see different types of power scaling depending
on the GPU model.

We use three physical machines for our experiments. One ma-
chine is equipped with an NVIDIA Tesla K40m GPU, running CUDA
version 9.2 (Update 1), one with an AMD Radeon Instinct MI25,
utilizing OpenCL version 2.1. and finally, we use one machine to
run CPU-only experiments as a base point of comparison for the
power-scaling analysis. The SUT specifications are shown in Ta-
ble 1. Each system is equipped with a dedicated power meter and
the experiment is controlled by a separate controller machine.

5.1 Impact of CPU on GPGPU Result

First, we analyze the impact of our CPU configuration on the
GPGPU results. This primarily addresses the number of CPU cores
running kernel execution contexts. The goal is to analyze if the
number of contexts placing load on the GPU impacts the GPU’s
performance and power consumption. We run our FFT workload
with a dataset size of 2048.

Table 2 shows the throughput (transaction rate), average power
consumption, and energy efficiency for the 100% load level, mea-
sured using the NVIDIA Tesla K40m GPU. For these measurements,
four CPU contexts feature both the best performance and highest

Table 2: Power and Performance at 100% load depending on
#CPU execution contexts on K40m GPU.

#CPU Contexts | Throughput | Power | Efficiency
2 15177.05s~1 | 3189 W | 47.59 J71
4 15916.62 s~ | 330.5 W | 48.16 J~1
8 15708.20 s~ | 341.7 W | 45.97 J71
44 13872.09 s~ | 5185 W | 26.75 J 71

Table 3: Power and Performance at 25% load depending on
#CPU execution contexts on K40m GPU.

#CPU Contexts | Throughput | Power | Efficiency
2 3865.5 s 2600 W | 14.9 J71
4 3967.2 571 265.1W | 15.0 J71
8 3932.8 57! 2658 W | 14.8 J71
44 3463.1s7! 2623 W | 13.2 71

energy efficiency. However, they do not feature the lowest power
consumption. Running with fewer contexts results in a lower power
consumption and performance. However the decrease in perfor-
mance is greater than the decrease in power, resulting in an overall
diminished energy efficiency.

Increasing the CPU context count from four to eight and be-
yond again results in a decreased performance; however, power
consumption still increases. The performance decrease is very small
when increasing the context count from four to eight results, as
this increase results only in a performance drop of 1.31%. Increas-
ing from four contexts to the total number of physical cores (44)
results in a performance drop of 12.85%. The effect of increasing
the number of contexts has a far greater impact on the power con-
sumption, though. Increasing to eight contexts increases the power
consumption by 3.37%, which is a greater relative increase than
the performance from four to eight contexts. However, increas-
ing the number of contexts to match the number of physical CPU
cores has the greatest effect on power and results in an increase in
power consumption of 56.87%. This significant increase in power
consumption results in an energy-efficiency drop of 44.56%.

These effects can be explained by bus and/or GPU contention.
Performance increases as long as additional CPU contexts are able
to put more load onto the GPU. This comes at an increase in work
performed on the CPU, which, in turn, increases power consump-
tion. Once the bus/GPU is utilized at its maximum capacity, adding
additional CPU contexts still increases the work performed by the
CPU, thus increasing power consumption. However, it does not in-
crease the work performed by the GPU; instead, it adds contention
on both devices, reducing performance a bit. The additional work
performed by the CPU results in a greater CPU load and fewer
idle CPU cores, increasing overall power consumption. As a result,
power can increase significantly, as shown in our experiments.

Table 3 supports this analysis. It shows the throughput, power
consumption, and energy efficiency at the 25% transaction rate.
When running at 25% of maximum load, the bottleneck dissipates.
As a result, power consumption drops to similar levels for all CPU
context counts, with power consumption of 44 contexts being even
slightly lower than with four contexts. Of course, some performance
differences persist as the 25% load level features 25% of the 100%
load level performance by definition. This also results in slightly
lower energy efficiency for the 44 context run.

We confirm our observation by repeating the experiments on
the AMD system with its Radeon accelerator. Table 4 shows per-
formance and power consumption normalized to the power and
performance with a single CPU context. The results are very similar
to those obtained using the NVIDIA GPU, with a small difference.
On the AMD system, performance does not always degrade when



increasing the number of contexts beyond four. Instead, increasing
the number of contexts to 128 leads to the best performing result.
However, as in the NVIDIA case, the power consumption increases
significantly with additional CPU load. Again, the sweet spot seems
to be with four CPU contexts. Running with four contexts increases
performance to 271.9% of the single context performance at a power
consumption of only 107.9% of this base setting.

From these CPU context experiments, we can conclude that
the number of CPU contexts hits a sweet spot with the minimum
number of parallel CPU contexts that are able to fully utilize the
GPU. Increasing the number of contexts beyond this point may
decrease performance by a small amount but will increase power
consumption significantly. This effect can be observed with sig-
nificant impact on CPUs with a high core count, as they have the
greatest potential of overshooting the optimum CPU context set-
ting.

5.2 Reproducibility

Next, we analyze the reproducibility of our methodology. To do so,
we perform repeat measurements on each of our three SUTs. We
analyze the coeflicient of variation (CV) and the relative difference
between the minimum and maximum measured value for both
performance and power. We use measurements on our CPU-only
system as the baseline in order to get an idea about the variation
inherent to our workload.

Table 5 shows the CVs and relative min-max differences for
OpenCL FFT running on our CPU-only system for 20 measurement
re-runs. Package size is set to 64 and parallelization level is set to the
number of logical CPU cores. Performance and power variations are
very low. Performance has a maximum CV of 0.8% and a maximum
relative min-max difference of 3.4%. As a point of comparison: the
SPEC SERT [19] sets its maximum acceptable performance CV at 5%.
Power consumption also varies little. FFT power consumption has
a maximum CV of 1.1% and maximum relative min—-max difference
of 3.2%. This is less than half of the variation observed simply when
keeping the system in an idle state. Overall, FFT seems to feature
low variation running on a CPU.

Expanding on the CPU-only results, we analyze the performance
and power variations when running our methodology and the FFT
workload on GPUs. Table 6 shows the CVs and relative min—max
differences for performance and power consumption on both the
NVIDIA Tesla K40m and the AMD Radeon Instinct MI25 SUTs.
These variations are generally comparable to the ones measured
on the CPU. The NVIDIA system even features significantly lower
performance variations than the CPU. It has a maximum CV of 0.2%,
which also might be due partly to the CUDA FFT implementation.

Table 4: Normalized power and performance at 100% load
depending on # of CPU execution contexts on Radeon GPU.

#CPU Contexts | Norm. Throughput | Norm. Power

1 100% 100%

2 183.5% 101.6%
4 271.9% 107.9%
64 265.5% 130.5%

128 283.1% 214.7%

Table 5: Run-to-run variations for OpenCL FFT running on
CPU only.

Load | Perf. CV | Pwr. CV | Perf. Diff. | Pwr. Diff.
Idle 2.2% 7.4%
25% 0.8% 1.1% 3.3% 3.1%
50% 0.8% 0.8% 3.3% 3.0%
75% 0.8% 0.8% 3.1% 3.2%
100% | 0.8% 0.6% 3.4% 2.5%

The OpenCL implementation features a slightly greater perfor-
mance variation on the AMD system compared to running on the
CPU, but clearly is still below the SERT limit of 5%. Interestingly,
the relationship is the opposite when looking at the power variation.
Variation in power consumption between runs is the lowest for the
OpenCL workload running on the AMD GPU with a maximum CV
of 0.7%, which is even lower than the power variation on the CPU.
In turn, the CUDA workload running on the NVIDIA GPU results
in the greatest power variation recorded in our measurements.

It is also noteworthy that the power and performance varia-
tions change with increasing load level on the GPU systems, but
not on the CPU system. On the AMD system, variations decrease
with increasing load. This is mostly due to the absolute variations
remaining similar over load levels, meaning that the standard devia-
tion remains the same, but average power and performance change.
Of course, these changes in average power or performance with
the same standard deviation result in a lower CV, which describes
the relative deviation. The reverse effect can be observed on the
NVIDIA system, where absolute deviations increase to a bigger
extent than the mean power and performance of each load level.

Concluding, our run-to-run variation tests show that our method-
ology is able to achieve reproducible results on GPGPU accelera-
tors. In general, our GPU methodology achieves a reproducibility
comparable to that achieved by the underlying SPEC Power and Per-
formance Benchmark Methodology [26]. While there are some small
differences in power and performance variation between different
GPGPU devices, these differences are very small and not significant
enough to challenge reproducibility of benchmark results using our
methodology.

Table 6: Run-to-run variations for CUDA/OpenCL FFT run-
ning on NVIDIA and AMD GPUs.

Load | Perf. CV | Pwr. CV | Perf. Diff. | Pwr. Diff.
25% | 0.2% 0.9% 0.5% 2.5%

E|s0% | o02% 1.0% 0.6% 2.8%

§ 75% 0.2% 1.1% 0.5% 3.2%
100% | 0.2% 1.4% 0.5% 4.8%
25% | 4.4% 0.7% 7.9% 1.3%

v 50% | 2.6% 0.7% 5.0% 1.4%

S| 75% | 3.0% 0.3% 5.6% 0.6%
100% | 1.2% 0.6% 2.5% 1.2%
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Figure 6: Performance scaling for OpenCL FFT running on
CPU.

5.3 Power and Efficiency Scaling

Finally, we analyze how power consumption and energy efficiency
scale with increasing load level and dataset size. The goal of this
analysis is to show the relevance of our transaction-based bench-
marking approach for GPGPU. In this part of the evaluation, we
investigate the different types of power and efficiency scaling when
increasing dataset size or transaction rate and how they depend on
the GPU model. As a reference point, we run the OpenCL variant
of our workload on the CPU of our CPU-only system (see Table 1).
Based on this analysis, we compare the power and efficiency scaling
of our GPU models.

In this analysis, we normalize all power and performance results
in order to achieve comparability for the scaling behavior across
device types. We normalize against the 100% load level result of
the smallest dataset size. All other results are represented as the
percentage performance/power/efficiency compared to this baseline
result.

5.3.1 Power and Efficiency Scaling on CPU. First, we investigate
the power and performance scaling for our FFT workload when
running on a CPU using its OpenCL implementation. CPU power
and performance scaling behavior is generally well known [30].
Thus this analysis serves as a reference point for the following GPU
power and energy scaling analyses. We configure FFT to utilize all
logical cores of the SUT in parallel.

Fig. 6 shows the relative performance of the different load levels
and dataset sizes. By definition, performance scales linearly with
the load levels, which is a result of the calibration and load level def-
inition. In addition, performance decreases linearly with increasing
dataset sizes (or rather exponentially with exponentially increas-
ing dataset sizes). Even when considering the throughput of data
packets (meaning transaction rate times dataset size), performance
still decreases linearly, just at a smaller magnitude.

Power consumption also scales with load levels, as shown in
Fig. 7. It shows a difference of 62% between the 25% load level and
the 100% load level with a dataset size of 64. In contrast, power
consumption does not seem to scale significantly with dataset size.
For most sizes, it is almost constant, with only small deviations at a
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Figure 7: Power consumption scaling for OpenCL FFT run-
ning on CPU.

dataset size of 4096. This largest dataset size shows some variation
in power consumption with power at 75% load increasing a bit and
50% load power decreasing. However, the transacation rates with
this large dataset are so low that these observations are not very
indicative of anything specific.

This almost constant power scaling with increasing dataset size
leads to the energy-efficiency scaling observed in Fig. 8, where
energy efficiency, just like the performance, scales linearly with
increasing dataset sizes.

Notably, performance increases if we run FFT on a paralleliza-
tion level equal to the number of physical CPU cores instead of
logical cores. For example, the 100% load level features a mean per-
formance increase of 25.3% when setting the parallelization level to
the number of physical CPU cores. However, all our observations
on power and performance scaling remain the same.

Concluding, the FFT workload’s performance scales linearly with
increasing load levels and dataset sizes, but power consumption
scales only with load levels and does not seem to scale with dataset
size.
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Figure 8: Energy efficiency scaling for OpenCL FFT running
on CPU.
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Figure 9: Power consumption scaling over load levels.

5.3.2  Scaling with Transaction Rate. We analyze if power scales
with transaction rate on the GPGPU systems and how this compares
to our baseline CPU system. We use a dataset size of 64, which is the
smallest size measured on our systems. This dataset size performs
best on the CPU, resulting in sufficient power differences between
load levels to enable comparison.

Of course, performance scales linearly with increasing load levels,
as this is the load level definition. However, power consumption
scales differently depending on configuration and device used. Fig. 9
shows the normalized power consumption of the different setups
over the four load levels. It shows that power scales to some degree
for all considered devices. The smallest difference is observed on the
NVIDIA SUT when running the CUDA variant of the FFT workload.
In this case, the 25% load level still consumes 81.4% of the maximum
power consumption. In turn, the biggest difference can be observed
when running FFT on the CPU, with the parallelization level set to
the number of logical cores. In this case, the 25% load level consumes
only 48.08% of the system power consumed at full load.

All of the GPGPU servers feature a lower difference between low
and high load power consumption. We can attribute this to two main
factors: (1) The GPGPU systems are equipped with one additional
device (the accelerator itself), containing a CPU that actually does
not handle the workload. This way, the CPU adds to the static power
consumption of the server system under consideration, decreasing
the relative difference between minimum and maximum power. (2)
GPUs are mostly designed to run at full load, handling graphics or
HPC workloads. In contrast, CPUs are routinely run at middling
loads and have seen significantly more optimization in this regard.
However, even with these factors in mind, the GPGPU systems do
show some significant scaling with load levels.

We also can observe two types of scaling behavior in Fig. 9. FFT’s
power consumption decreases with decreasing load level for both
the OpenCL and the CUDA variant when running on the NVIDIA
SUT. However, at 50% load for CUDA and 75% for OpenCL, power
consumption stops decreasing and instead bottoms out at an almost
constant value. Looking at it from another perspective, variations
in low load don’t seem to change power consumption a lot; instead,
power consumption starts to scale only once a minimum load level
has been achieved. This is different to the power-scaling behavior
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Figure 10: Power and performance with dataset size on AMD
GPU with OpenCL FFT.

of the CPU-only and AMD GPGPU systems. Both these systems see
a decrease in power consumption between each of the load levels.

5.3.3  Scaling with Dataset Size. Finally, we analyze how power
consumption and performance scale with increasing dataset size.
We focus this analysis on the 100% load level in order to determine
the best achievable performance and efficiency based on the dataset
configuration. We analyze the transaction rate (throughput), which
is the number of datasets handled per second, the power consump-
tion in watts, and the number of data points (packages) computed
per second. The latter is the throughput multiplied by the dataset
size. The idea behind investigating this metric is that it might give
us an additional insight into the amount of work that actually is
being performed.

Fig. 10 shows how normalized power consumption, transaction
rate, and packages per second scale with increasing dataset size on
the AMD GPU running the OpenCL variant of FFT. It shows that
performance decreases significantly with increasing dataset size.
In this sense, the scaling follows a similar path as observed in our
CPU-only analysis in Section 5.3.1. Transaction rate drops linearly
with increasing dataset size (or exponentially with exponentially
increasing size). Notably, the number of handled data points also
drops, yet it does not drop nearly as quickly as the transaction
rate. This indicates that the performance per additional datapoint
within the dataset drops beyond the work needed simply to handle
this data point. Again, this is similar to the behavior observed on
the CPU (see Fig. 11). However, the packages per second metric
decreases significantly slower on the GPU. At a dataset size of 1024
packages, the AMD GPU still offers 42.9% of its performance at
a dataset size of 64. In contrast, the CPU’s packages per second
drop to 13.2% compared to the dataset size of 64. In addition, the
power consumption of the AMD system decreases alongside with
the performance. This power consumption drop seems somewhat
analogous to the drop in package per second performance, which
may perhaps indicate some sort of idle time due to bus overheads.
These idle times, in turn, are likely a result of unoptimized code in
our OpenCL FFT library. The power consumption of the CPU-only
system seems to support this hypothesis, as it does not decrease
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Figure 11: Power and performance with dataset size on CPU
with OpenCL FFT.

with additional data. Of course, the CPU does not need to copy
main memory over the PCI-Express bus, as the GPU does.

Fig. 12 shows a different behavior. It shows the power consump-
tion and transaction rate of the NVIDIA GPU system when run-
ning both the OpenCL and CUDA FFT implementations. Again the
OpenCL implementation shows the same performance behavior
observed on the AMD and CPU-only systems. Transaction rate
drops linearly with increasing dataset size and packages per second
drops (not shown in the figure), but to a lesser degree. This does
further support our hypothesis on some optimization issues in the
OpenCL FFT library employed by our workload. The CUDA FFT
implementation, utilizing the cuFFT library [1], features an entirely
different performance scaling behavior. The transaction rate stays
constant when increasing the dataset size from 64 to 128 and then
starts to degrade slowly to only 84.4% of its baseline performance at
a dataset size of 2048. With the transaction rate decreasing so little,
packages per second increases significantly with a larger dataset
size. At a size of 2048, CUDA FFT manages to achieve 2702% of
its baseline performance. Power consumption, however, behaves
very similarly for both the OpenCL and CUDA implementations
on the NVIDIA system. It remains almost constant for both despite
the changes in performance. Absolute differences between power
consumption of the OpenCL and CUDA implementation also are
very small, with OpenCL drawing 2% additional power.

Concluding, our analysis of performance and power scaling with
dataset size analysis shows that this scaling behavior is very device-
specific regarding how power consumption behaves with increasing
dataset size. However, as dataset size is a metric specific to the FFT
workload, workload implementation details account for most of the
performance behavior observed.

5.4 Concluding Remarks

Our evaluation shows that our transactional GPGPU benchmarking
methodology is able to produce consistent and reproducible results
with a maximum coefficient of variation of 1.4% regarding power
consumption and a maximum coefficient of variation of 4.4% regard-
ing performance. Our analysis shows that the methodology can be
used to display scaling behavior in power consumption over load
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Figure 12: Power and performance with dataset size on
NVIDIA GPU with CUDA and OpenCL FFT.

levels, using our transaction rate-based load level definition. We
also show that the dataset size of our test workload has a significant
impact on performance results, yet this impact seems to be more
workload-specific compared to the general transaction-based load
level scaling.

6 CONCLUSIONS

This paper presents a methodology for measuring and benchmark-
ing the energy efficiency of servers with GPGPUs. The methodology
runs transactional loads at different transaction rates in order to
achieve a power and efficiency scaling characterization of the server
and GPU under test. The methodology also is designed to consider
different vendor-specific workload implementations, transaction
scheduling, kernel parallelization, and GPGPU result verification.

We present a reference workload implementing FFT using the
methodology. The reference workload is implemented with both
OpenCL and CUDA variants. With this workload, we show that
our benchmarking methodology is able to produce consistent and
reproducible results with a maximum coefficient of variation of
1.4% regarding power consumption. We also demonstrate that it is
able to be used to analyze how performance and power scale with
transaction rate-based load levels.

The methodology in this paper is useful for server provision-
ers, developers, and researchers. Provisioners can use it to weigh
different configuration options in order to configure data centers
that include GPGPU systems in a more energy-efficient manner.
Developers, in turn, can use our framework, which implements
the methodology, to test the efficiency of their workloads. Finally,
researchers can use the methodology and the power scaling that
it can test to evaluate novel GPGPU power management, power
prediction, and power saving methods.

For future research, we see a need for additional workloads
within our methodology. We also will require new metrics that
cover the different power-scaling behaviors regarding transaction
rate and dataset sizes.
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