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Abstract: The upcoming business model of providing software as a service (SaaS) 

not only creates new challenges for service providers but also for software 

engineers. To enable a cost-efficient service management, the hosted application 

should support multi-tenancy. For implementing multi-tenancy, several options are 

available, whereas all of them to a certain degree require a reengineering of the 

application at hand. Since for many applications this represents the next big 

evolution step, this paper is devoted to discussing different options for 

implementing multi-tenancy regarding the initial reengineering effort required for 

meeting the customer expectations versus cost-saving potential. 

Introduction 

Today, we observe a paradigm shift in the way software is delivered to customers. While 

it used to be the common practice to ship software packages to the customer and operate 

the deployed software on premise, nowadays the consumption of certain software as on 

demand services (i.e. Software-as-a Service, short SaaS) becomes more popular 

[DW07]. Customers expect from such a SaaS offering flexibility in case of changing 

requirements, a contractually guaranteed quality of service based on service level 

agreements (SLAs) [TYB08] and a demand-oriented billing. Major SLAs for SaaS 

offerings include responsiveness, unplanned downtime (availability), planned downtime 

and data safety (in particular backup) guarantees.  
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For service providers, the key success factor is to offer scalable demand-oriented 

services (also referred to as elastic cloud services) [BYV08] with high SLA compliance, 

while achieving low total cost of ownership (TCO), in particular low incremental costs. 

The TCO for customization, provisioning and operation of software can be significantly 

reduced by introducing multi-tenancy, where “user requests from different organizations 

and companies (tenants) are served concurrently by one or more hosted application 

instances based on the shared hardware and software infrastructure” [GS+07].  

For implementing multi-tenancy, several options are available, reaching from shared 

single parts of the application stack, such as infrastructure or middleware, to shared 

application instances. The incremental operating costs for a tenant thereby highly depend 

on the level where multi-tenancy is introduced in the application stack. This is because 

each layer involves a common, non-tenant-specific overhead, which can be saved by 

introducing resource sharing. Thus, the shared application instances in the long term 

always represent the TCO-minimal solutions. However, at the same time each of these 

options to a certain degree requires the reengineering of existing applications, in 

particular if the resulting solution should meet customer expectations regarding quality 

of service and scalability. Hence, which option the software engineer / provider should 

decide on not only depends on the expected incremental operation costs, but also on the 

complexity of the necessary modifications for the given application in combination with 

the expected service lifetime as well as number of customers.  

For many existing applications, multi-tenancy enablement (as part of a general SaaS 

enablement) represents the next big evolution step. Therefore, this paper aims at helping 

decision makers in comparing different multi-tenancy implementation options for a 

given SaaS scenario regarding the resulting TCO. To this end, we first point out major 

customer requirements as well as the most prominent options for multi-tenancy-enabling 

an existing application. Then, we introduce a simple cost model explaining the major 

cost drivers, both fixed and variable. Finally, we provide a qualitative discussion of the 

different implementation alternatives regarding the fixed initial reengineering effort 

(fixed costs) required for meeting customer expectations and the variable costs for 

operation. This discussion is based on our experiences with large-scale business 

applications and considers customer requirements such as (dynamic) scalability as well 

as guarantees regarding responsiveness, planned downtime and provisioning time. 

Availability, data safety, security requirements are not in scope. 

Customer Requirements and Multi-Tenancy Implementation Options  

This section introduces the considered customer requirements on SaaS offerings along 

with different feasible options for implementing a corresponding multi-tenant solution 

on the provider side.  

Looking at existing SaaS offerings and talking to customers, we identified the following 

major requirements and multi-tenancy challenges: 



 Provisioning or System-ready-to-use time:  Defines the time for provisioning a 

new service instance to a customer. Customers thereby expect getting a fully-

operational instance offered within minutes to hours, not hours to days.  

 Responsiveness: For a given customer workload threshold, the application must 

not drop below a certain lower response time and/or throughput bound, e.g. 

sub-second average response times. In a multi-tenant setting different tenants 

share the same resources, which creates the risk that tenant workloads interfere 

with each other. An overload created by one tenant may therefore negatively 

impact the performance of another tenant. Accordingly, adequate performance 

isolation is required on the provider side.  

 (Dynamic) Scalability: Customers expect from SaaS offerings that they adapt to 

changing workload requirements in a very flexible way. Ideally, such an 

adaptation happens fully dynamic (within seconds), but even a more static 

approach (within hours to days) in most cases is already sufficient.  

 Planned Downtime: Since the software still evolves over time, the provider 

requires time for regular maintenance and upgrade activities. Customers expect 

guaranteed upper limits for downtimes and time frames, e.g. weekend only. 

Furthermore, it might happen that different customers expect different time 

frames, with only little or even without any overlap. A multi-tenant setting may 

introduce additional dependencies between tenant upgrade or patch activities 

leading to significantly higher time demands.  

 Availability (Unplanned Downtime): Refers to the service uptime without 

planned downtimes. A customer-friendly definition of available (“up”) would 

be that the client is able to use the processes of his scoping, which implies that 

all involved components are online. Due to the shared usage of resources a 

failure at a single point may cause the violation of several tenant SLAs at once. 

 Data safety: Adequate mechanisms must be in place to avoid data loss. SLAs 

mostly include statements about backup mechanisms, in particular recovery 

point and recovery time objectives. Special backup mechanisms must be in 

place to support a tenant-specific rollback of data without overwriting non- 

affected data while ensuring data isolation.  

 Security/Privacy: Data security and legal requirements regarding storing 

locations etc. must be ensured. In a multi-tenant setting the provider has to 

ensure a strict logic data isolation between tenants. Since tenants might share 

the same data base or even the same table the application logic’s complexity 

might increase. 

It is worth to mention, that the requirements themselves as well as their importance 

strongly depend on the customers size [SS+10].  



In [KM08] and [OG+09] several options for implementing a cost-efficient multi-tenant 

solution are presented. In the following, we briefly introduce the option we think are 

generally suitable for meeting these requirements. Figure 1 illustrates the different 

options. All of these options have in common that still several instances of the shared 

part may exist, e.g. several physical servers with a VM installed or several shared 

middleware instances. Hence, the allocated elements may be moved to another instance 

of the shared resources, which represents one way for (dynamically) scaling of 

resources.  

 

Figure 1: Considered Multi-Tenancy Implemenation Options 

In the following, we briefly introduce the specifics of the different options. 

 (1) Shared Infrastructure: In this case, only the infrastructure is shared amongst 

tenants using virtualization technologies. To enable a convenient provisioning 

of tenant instances, virtual appliances comprising application and middleware 

instances have to be created. So data isolation is per se given, while 

performance isolation has to be ensured by the VM technology. Scalability can 

either be achieved by increasing resources assigned to a VM (scale up) or by 

moving a VM to another shared hardware (scale out). All application lifecycle 

management (LM) procedures (upgrade/patch) may remain as they are.  

 (2) Shared Middleware: This option involves a shared middleware instance on 

top of a shared OS, which may be either placed on a physical or virtualized 

hardware. Data isolation in this case is also per se given and the LM procedures 

on the application level do not have to be changed. Fast provisioning, 

performance isolation and scalability by contrast have to be natively supported 

by the middleware. Regarding the scalability, both a scale up of the shared 

middleware instance (e.g. using VM technology) and a scale out of tenants to 

another shared middleware instance is feasible.  
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 (3) Shared Application: This option involves least overhead per tenant since 

already the application instance shared amongst tenants. However, at the same 

this option probably involves most reengineering activities. Data and 

performance isolation have to be added on the application level. Similarly, 

scalability and LM procedures might require significant changes of the 

application. 

Simple Cost Model for Evaluation 

Depending on the application that should be offered as service and the option used for 

implementing multi-tenancy, different reengineering measures of varying complexity are 

necessary for fulfilling this requirement. The goal of decision makers (i.e. service 

providers in cooperation with the responsible software engineers) is to find the cost-

minimal solution for the considered application. This section therefore introduces a 

coarse-grained cost model that helps comparing different alternatives.  

This cost model includes two major components: 

 Initial reengineering costs: Initial costs for reengineering activities required 

once for implementing the chosen multi-tenancy option for a given application. 

 Continuous operating costs: Monthly costs for operation. This includes fixed 

costs per instance (application, middleware or hardware) as well as costs per 

tenant.  

Accordingly, every reengineering activity that reducing the monthly operating costs will 

sooner or later be amortized. This breakeven point is calculated as follows 

                     
                  

                
 

If the service is offered forever, the variant with the lowest incremental cost is always 

the best. However, we rather assume that a service sooner or later gets replaced. Thus, 

the question is if this time span is sufficiently long to justify huge investments (i.e. 

service usage time > time to break even). To determine the breakeven point the operating 

costs have to be estimated. These operating costs comprise monthly costs for basic 

tenant-independent efforts produced by the operated instances of the application stack 

instance (application, middleware or operating system) as well as tenant-specific 

application efforts. Hence, the operating cost function depends on the selected 

implementation option and the number of expected number of tenants n: 

                                                                            

                                                                        

                                                                       



Accordingly, introducing an additional shared resource in the stack saves 

                 of (n-1) times the base costs for the shared resource. Factors 

influencing these base costs are resources demanded by the produced base load, 

maintenance efforts as well as lifecycle management efforts. 

Note that these cost functions in reality might not be linear. However, it is probably not 

feasible to determine the exact cost functions and they are still suitable for comparing 

different options.  

The single components of this cost function have to be estimated for the different options 

for multi-tenancy-enabling the application at hand. More precisely, the effort for the 

different required modifications (reengineering activities) as well as the expected 

maintenance/operations costs has to be estimated for each alternative. Some feasible 

approaches for estimating these efforts are discussed in section “Related Work”. To 

support this effort estimation, in the following section we point out typical modifications 

required for multi-tenancy-enabling existing applications and discuss selected aspects 

regarding the resulting operating costs for the different implementation options. 

Discussion of Reengineering Effort per Implementation Options 

In this section, we discuss the potential reengineering effort for each multi-tenancy 

implementation as well as some aspects regarding the operating costs, in particular the 

expected resource consumption. The discussion is based on our experiences with large-

scale business information systems and considers the application and middleware layer. 

The reason for this is that the middleware might be a proprietary development, which 

might have to be enhanced as well. The scope of the discussion is limited to certain 

customer requirements pointed out in section 2. Availability (Unplanned Downtime), 

data safety and security/privacy are not further discussed in view of the reengineering 

measures. 

Shared Infrastructure 

Initial Reengineering Effort: 

Provisioning or System-Ready-to-Use Time 

It should be possible to create new instances of the stack from master images. To this 

end, it might be necessary to relax existing copyright protection mechanisms, in 

particular hardware keys. Moreover, it must be possible to change addressing 

information dynamically after installation. Static addressing information has to be 

removed. 

Responsiveness 

Responsiveness in this case depends on amount of virtualized resources and 

performance isolation is handled by VM technology. It should be checked beforehand 

that the used VM technology does not cause additional performance problems. If so, it 



might be necessary to change parts of the implementation, e.g. avoid certain memory 

operations. 

(Dynamic) Scalability 

To support a growing customer workload, the resources assigned to the respective VM 

can be increased up the limits of the physical hardware. Performing this VM-based 

scaling dynamically, i.e. without having to restart/reboot the system, has to be supported 

by the used middleware and operating system. Both have to detect additional resources 

(in particular CPU and memory) on the fly. Extending an existing middleware might be 

very complex. The application in turn has to be able to deal with multiple cores. 

Otherwise, this might cause significant reengineering effort. 

Planned Downtime 

Since each customer gets its own middleware and application instance, there are no side 

effects with other tenants. Thus, the upgrade procedures may remain the same as in an 

on premise setting as long as the upper limit regarding the planned downtime is 

sufficient. Otherwise, the corresponding LM procedures have to be revised as well. 

 

Operating Costs (Resource Demand): “Shared Infrastructure” involves the lowest degree 

of resource sharing. Thus, providers per se have to deal with a significant overhead (VM, 

middleware and application base load). Furthermore, information about application 

internals is not available, which limits the potential of optimizing resource utilization 

and probably results in higher demands.  

Shared Middleware 

Provisioning or System-Ready-to-Use Time 

The middleware has to support running multiple deployments of the same application 

components. Regarding the application level, just like in case of the shared 

infrastructure, it might be necessary to enable a dynamic addressing. Moreover, it is 

likely that configuration, monitoring and logging have to be revised in order to support 

multiple application instances on one middleware. Quite often, there is only one 

configuration/monitoring/logging file per application and multiple deployments of the 

same application instance are not supported. 

Responsiveness 

Concerning the responsiveness, the multiple application deployments may interfere with 

each other and by this create critical overload situation. To avoid this, the middleware 

has to provide adequate performance isolation mechanisms, e.g. fixed thread or memory 

quota per application instance (i.e. tenant) or tenant-aware request queuing. This should 

ideally be transparent to the application. 

(Dynamic) Scalability 

If no VM technology is used, one way for reacting on changing workload requirements 

is moving an application instance to another less occupied middleware instance. In case 

application caches exist, performance might drop significantly if these caches are not 

moved as well. A dynamic scaling would then require a live migration of application 



instances including the complete application cache, just like it is already supported by 

some VM technology on the infrastructure level [CF+05]. Another option for managing 

workloads is to introduce a load balancing between application instances by actively 

managing their resource quotas. 

Planned Downtime 

In case of application upgrades which do not affect the middleware the upgrade 

procedures may remain the same as in an on premise setting as long as the upper limit 

regarding the planned downtime is sufficient. However, a middleware upgrade probably 

requires upgrading all application instances (tenants). To ensure that all of them finish 

within the given time limit, the existing upgrade procedures might have to be adapted, 

e.g. introduce parallel processing and avoid synchronization points. 

 

Operating Costs (Resource Demand): In this scenario, hardware, operating system and 

middleware are shared and only the multiple application instance cause additional 

overhead. The resource optimization potential is better than in the “Shared 

Infrastructure” scenario, but still limited since application-specific information is 

missing. Moreover, the resource demand heavily depends on the available middleware 

capabilities. If live migration of application instances without cache loss is not 

supported, the demand is much higher.  

Shared Application 

Provisioning or System-Ready-to-Use Time 

Tenants in this case are solely represented as a set of tenant-specific data, meta-data and 

configurations within an application instance. The application has to be modified in a 

way that new tenants may be created automatically, e.g. using pre-defined templates. As 

prerequisite, this tenant-specific information has to be isolated, which might not be 

trivial [OG+09]. More work on how to enable existing applications to support multi-

tenancy is presented in section “Related Work”.  

Responsiveness 

Tenant workloads necessarily interfere with each other when sharing a single 

application instance. Performance-isolation is strongly required, but implementing it 

solely on the application level is probably not feasible. Instead, the middleware has to 

expose an API for effectively assigning resources to tenant-specific transactions, 

whereas the application has to implement adequate mechanisms for controlling the 

tenant/resource allocation. 

(Dynamic) Scalability 

If a VM technology is used, it is possible to scale up the resources assigned to the 

application instance (given that changes in the infrastructure are recognized). In addition 

to this, tenants could be moved to another less busy application instance (scale out). Just 

like in case of the shared middleware, a tenant-move should then consider all tenant-

specific cache data. The application has to be extended by adequate management 

interfaces, which allow easily retrieving this tenant data. For supporting a live migration 



does probably not work without changing the middleware as well. At least the message 

dispatcher has to be aware of the two running application instances and perform the 

final switch.  

Planned Downtime 

For multi-tenancy-enabled applications, it is very likely that the LM procedures have to 

be adapted to distinguish between common and tenant-specific steps. In addition to this, 

developers have to consider the fact that all LM procedures have to be performed for the 

whole application instance in a transactional manner, but still involve tenant-specific 

activities. Ensuring adherence to the given planned downtime constraints might 

therefore require major revision to the existing LM procedures. Parallel processing of 

tenant upgrades and avoidance of synchronization points across tenants is crucial. Also, 

adequate roll-back mechanisms should be provided in case it is not possible to finish an 

upgrade/patch in time. Supporting tenant-specific timeframes in this case might not be 

feasible any more. The only option we can think of is putting together tenants with 

similar time frame requirements, meaning that upgrade constraints have to be 

considered within scope of the tenant placement. 

 

Operating Costs (Resource Demand): This scenario involves the highest degree of 

resource sharing and therefore introduces the minimum possible overhead in terms of 

additional base load. Moreover, it offers the best resource optimization potential since 

very fine-grained application-level monitoring is possible. This particularly allows a 

better prediction of resource demands based on given customer workloads. However, 

again the optimization potential heavily depends on the maturity of the tenant lifecycle 

management operations, in particular the resource demand for tenant moves.  

Related Work 

To apply the simple cost model, adequate effort estimation techniques are required. In 

the following we point out some suitable approaches. The reengineering effort for 

evolution steps can for instance be predicted by using top-down effort estimation 

approaches such as Function Point Analysis (FPA) [IFP99] and evolution-specific 

extensions to the Comprehensive Cost Model (COCOMO) II [BD+03] or bottom-up 

effort estimation techniques like Architecture-Centric Project Management (ACPM) 

[PB01]. Predicting the maintenance and operation costs is probably more difficult. 

Besides a bottom-up estimation involving the operations team, a general evaluation of 

the application’s maintainability might be helpful, such as the Architecture-Level 

Prediction of Software Maintenance (ALPSM) [BB99]. In addition to this, systematic 

measurements as for instance proposed in [WH10] could be used to determine the 

middleware / application base load. 



A major component of the cost model we introduced represents the initial reengineering 

effort required for introducing multi-tenancy. Looking at approaches, which address the 

problem of multi-tenancy-enabling existing applications helps getting a better feeling 

regarding the required measures. Guo et al. [GS+07] explore the requirements for multi-

tenant applications and present a framework with a set of services to help people 

designing and implementing multi-tenant applications in an efficient manner. They 

provide a solution on architectural level to achieve isolation, in particular regarding 

performance and availability.  

Bezemer and Zaidman [BZ10] additionally consider maintenance risks created by multi-

tenant applications. Besides costs for future evolution steps, which are not explicitly 

addressed by the cost model, the discussion also covers recurring maintenance activities 

such as patches, which are part of the second component of the cost model, the operating 

costs. The authors describe the need to separate multi-tenant components from single-

tenant logic and provide a conceptual architecture blueprint to reduce the risk of high 

maintenance efforts. This blueprint distinguishes authentication-, configuration- and 

database-components. In [BZ+10] the results from [BZ10] be applied to evolve an 

existing single-tenant application to a multi-tenant one with low efforts. 

A major factor influencing the operating costs is the actual resource consumption. Kwok 

and Mohindra [KM08] provide an approach for calculating the overall resource demand 

for a multi-tenant application instance. Based on this, they propose a tool for optimizing 

tenant placements, which may consider various constraints defined by SLAs. This helps 

to significantly reduce the overall resource consumption and therefore has to be taken 

into consideration when calculating the operating costs. In a similar way, Westermann 

and Momm [WM10] placed tenants in a cost-minimal way with help of genetic 

algorithms, but using more detailed resource consumption / performance models based 

on the software performance curve approach described in [WH10]. Fehling et al. 

[FLM10] identify several optimization opportunities originating from an intelligent 

distribution of users among functionally equal resources with varying QoS.  

An inappropriate tenant placement / resource optimization not only results in resource 

wasting, but may also lead to SLA violations causing additional operating costs. In a 

similar way, missing performance isolation between tenants can easily lead to costly 

SLA violations. To avoid these situations, Cheng et al. [CSL09] introduce a framework 

for monitoring and controlling tenant performance using an SLA aware scheduling. In 

this way it is possible to verify tenant allocations at runtime. This helps to achieve 

performance isolation between tenants.  



Conclusion 

In this paper, we introduced a simple cost model for evaluating different options for 

implementing multi-tenancy depending on the application at hand, the cost for operation 

/ lifecycle management, the expected number of tenants and the expected period of use. 

Most of the components of this cost function can be estimated using standard effort 

estimation approaches used in software engineering. To support the estimation of the 

initial reengineering effort we furthermore pointed out common modifications necessary 

to implement die different multi-tenancy options while fulfilling the customer 

requirements. 

However, the complexity of such a multi-tenancy or in general SaaS enablement can 

probably be significantly reduced by developing adequate migration and reengineering 

techniques, just like in case of service-oriented architectures. At the same time, existing 

middleware and programming models should be enhanced to natively support multi-

tenancy. This would considerably improve the development of new applications for the 

SaaS model and create new options for migrating existing applications. 
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