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Abstract. Microservices deployed and managed by container orchestra-
tion frameworks like Kubernetes are the bases of modern cloud applica-
tions. In microservice performance modeling and prediction, simulations
provide a lightweight alternative to experimental analysis, which requires
dedicated infrastructure and a laborious setup. However, existing simula-
tors cannot run realistic scenarios, as performance-critical orchestration
mechanisms (like scheduling or autoscaling) are manually modeled and
can consequently not be represented in their full complexity and config-
uration space. This work combines a state-of-the-art simulation for mi-
croservice performance with Kubernetes container orchestration. Hereby,
we include the original implementation of Kubernetes artifacts enabling
realistic scenarios and testing of orchestration policies with low over-
head. In two experiments with Kubernetes’ kube-scheduler and cluster-
autoscaler, we demonstrate that our framework can correctly handle dif-
ferent configurations of these orchestration mechanisms boosting both
the simulation’s use cases and authenticity.

Keywords: Kubernetes - Microservices - Container Orchestration -
Discrete Event Simulation - Cloud Computing - Software Performance

1 Introduction

Microservices are a modern architectural style for developing complex software
systems with a steadily increasing adoption in practice [20]. Containers are the
most popular deployment technology for microservices enabling improved elastic-
ity and faster start times compared to virtual machines [38/39/43J49]. As manual
management of hundreds to thousands of containers is impractical, container or-
chestration (CO) frameworks are widely used, with Kubernetes being the most
popular platform [I3]. CO frameworks must maintain an acceptable quality of
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Fig. 1: Interactions between Kubernetes components.

service of the managed applications, fulfilling many performance-relevant tasks,
such as autoscaling, scheduling, or container networking [41]]. As previous studies
have shown, CO frameworks can significantly influence performance metrics of
deployed applications, like response times or CPU usage [35/37/44145].

Consequently, microservice performance models have to consider the CO
frameworks’ behavior for accurate performance prediction. However, several chal-
lenges arise here. First, the orchestration mechanisms to be simulated are highly
complex. For example, the Kubernetes scheduling algorithm has nine extension
points that can be individually configured for specific use cases [28]. Second,
there are dependencies between single orchestration mechanisms or application-
level patterns [40]. Figure [1| shows how Kubernetes’ Horizontal Pod Autoscaler,
kube-scheduler and cluster-autoscaler work together when new service instances
need to be deployed reacting to a performance degradation. Third, CO frame-
works are regularly updated, leading to a change in behavior and quickly causing
performance models to be outdated. Previous work in microservice performance
modeling and simulation integrates either no or only self-implemented, simplified
runtime orchestration mechanisms [SIT7122/46].

This work aims to establish a link between microservice performance simula-
tion and modern CO frameworks. We present an approach that enables connect-
ing a discrete event simulation and an event-based system. We use this approach
to extend the microservice simulator MiSim [I7] with Kubernetes orchestration
mechanisms using their original code artifacts. By this, orchestration mechanisms
can be integrated with simulation in their full complexity without requiring ab-
stract models, making the simulation more authentic. Our implementation uses
an adapter that translates events from the simulation to Kubernetes events and
vice versa. Actions of the Kubernetes components directly modify simulated en-
tities. We validate our approach in experiments with Kubernetes’ kube-scheduler
and cluster-autoscaler. We show that different complex scheduling and autoscal-
ing configurations can be tested in the simulation with low overhead.
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Microservice application designers can use our framework to evaluate real-
istic scenarios with impact factors present at runtime early in the development
process. Furthermore, performance engineers could use the developed framework
to study the performance of a microservice application in what-if scenarios in
conjunction with different workloads and Kubernetes component configurations.
Container orchestration researchers can use the framework to design new or-
chestration mechanisms and evaluate their behavior with different applications.
Combining a microservice simulation with original Kubernetes components al-
lows the use of the full complexity of the orchestration mechanisms in each of
these use cases, leading to a more expressive and realistic simulation. All in all,
the contribution of this paper is twofold:

— We present an approach to connect a discrete-event simulation with the
event-based system of Kubernetes and use it to extend the state-of-the-art
microservice performance simulator MiSim [I7].

— We analyze the usability and overhead of our approach in two detailed case
studies on (i) container scheduling and (ii) cluster autoscaling.

The remainder of this paper is structured as follows. In the next section,
we present the foundations of this work: the microservice simulator MiSim, as
well as information about the architecture of Kubernetes. Section [3| discusses
related works and the differences to this paper. Section [ explains our approach
in detail, while Section [ presents our case studies with the kube-scheduler and
cluster-autoscaler as examples of integrated Kubernetes components. Section [f]
discusses the advantages, disadvantages, and limitations of our approach, while
Section [T concludes the work.

2 Foundations

2.1 MiSim: A Discrete Event Simulator for Microservice
Performance and Resilience

Frank et al. [I7] propose MiSim, a simulator for microservice performance and
resilience. Technically, MiSim utilizes a discrete-event simulation (DES) realized
through the DES framework DESMO-J [32]. As an input, a lightweight archi-
tectural description with microservice descriptions and active resilience mech-
anisms is required. Microservice properties include instance numbers, available
operations and their dependencies, CPU demands, and more. These elements are
simulated together with dynamic aspects, like user requests. Notably, MiSim sup-
ports the simulation of common mechanisms relevant to request behavior and
thus performance, i.e., circuit breakers, connection limiters, retries, load bal-
ancers, and autoscalers. MiSim can process time-varying workloads and outputs
several performance metrics, such as response times and CPU utilization. MiSim
is conceptually and technically developed to be extensible. In particular, it uses
the Strategy design pattern for many components, allowing to substitute their
behavior easily. For example, four CPU scheduling policies are implemented. By
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default, MiSim uses Multi-Level Feedback Queues and the SARR algorithm pro-
posed by Matarneh [34] that schedules computation time based on the median
of the remaining burst time of all scheduled processes.

2.2 Kubernetes Architecture and Communication Patterns

In this work, we exploit the internal architecture and communication of Ku-
bernetes [27] to connect to MiSim. The Kubernetes control plane consists of
four essential components: an etcd database, the kube-controller-manager, the
kube-scheduler, and the kube-apiserver. The etcd database persists the states of
the cluster resources. The controller manager runs a series of processes that,
for example, monitor nodes or jobs. The scheduler assigns containers, organized
in so-called pods, to worker nodes for execution. The central component is the
kube-apiserver, which handles every communication between the control plane
and worker nodes. It is based on the Kubernetes API [25] and serves endpoints
for every resource type in the cluster (e.g., nodes, pods). When a consumer
(e.g., the kube-scheduler) requests information about a resource type in the
cluster (e.g., nodes), it queries the corresponding endpoint. Kubernetes uses a
“list-then-watch” principle to distribute information to all interested consumers.
After starting a Kubernetes component, it requests the latest list of selected
resources with a list request. This list contains a resource version, which is later
used as a reference to this list. The consumer stores this list in an internal cache.
Then the consumer sends a watch request with the resource version of its cached
list as a query parameter. This request sets up an HTTP streaming connec-
tion between the kube-apiserver and the consumer. If a change to subscribed
resources happens (e.g., a new node is added to the cluster), a watch event is
emitted. The watch event has a type (added, modified, or deleted) and a repre-
sentation of the affected resource. The consumer receives this event, modifies its
cache, and performs an action if necessary. We refer to the official documentation
for more information about the Kubernetes API [25].

3 Related Work

There are different ways to evaluate the performance of container orchestra-
tion (CO) frameworks. COFFEE [4I] is a benchmarking framework for CO
frameworks that allows the characterization of the performance of an orches-
trator (configuration) with different metrics. Other works use benchmarking ap-
proaches, primarily focusing on Kubernetes [TT2T37/47]. While benchmarking
can provide the most accurate results and realistic scenarios, it requires an ex-
tensive infrastructure. Simulations usually give less precise results but are much
more cost-efficient. There are several simulations for component-based systems
that cover models of selected CO mechanisms, e.g., load balancing [9J50], au-
toscaling [7] or networking [46]. In contrast to these works, we aim to combine
microservice simulation with multiple CO tasks and mechanisms using their
original implementation, i.e., without hand-crafted models.
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Previous works have already dealt with the connection between simulations
and real code. Software-in-the-Loop [14] is a term in this area that describes this
connection, inspired by Hardware-in-the-Loop simulations. Such approaches fo-
cus primarily on testing control software in autonomous systems [I0/19]. Erb and
Kargl [16] note general analogies between discrete-event simulations and event-
driven architectures. In the area of software performance simulations, a similar
concept has been used by Von Massow et al. [33], combining a simulation and
an adaptation controller. In this work, we apply a similar concept to microser-
vice simulation and Kubernetes using scheduling and cluster autoscaling as ex-
emplary CO mechanisms. In general, both Kubernetes scheduling and cluster
autoscaling are active research areas, as confirmed by recent articles [12/4248].
For Kubernetes scheduling, there is a community project called kube-scheduler-
simulator [30] where different scheduling policies can be tested similarly to our
experiment in Section [5.1] but without evaluating their impact on the perfor-
mance of deployed services.

4 Approach

In this section, we explain our concept to integrate Kubernetes orchestration
mechanisms in the microservice simulation MiSim. First, some entities and basic
CO models need to be integrated into MiSim. Section [£.2] presents our approach
to combine discrete event simulation and event-based systems, while Section [£.3]
shows how we handle incompatible models and events. We conclude this section
with a detailed look at Kubernetes scheduling and cluster autoscaling. Our im-
plementation [I] is to be seen as a wrapper that is 100% compatible with the
MiSim core and builds on its extension points.

4.1 Integration of Basic Container Orchestration Models

The MiSim core does not have any deployment models but only models for mi-
croservice architectures and resilience patterns. CPU resources are considered
independently from nodes. For this reason, we add some basic entities and asso-
ciated events relevant at deployment time in the simulation: A node is modeled
as a bunch of resources. A cluster is a graph with a set of nodes connected with
edges indicating network latencies between individual nodes. A container has a
1:1 relationship to a microservice instance from the MiSim core and is deployed
on exactly one node. Next, we need to define which aspects of container orches-
tration should be considered in our simulation. We build on the work of Straesser
et al. [41] in which eight performance-relevant tasks of container orchestration
frameworks are identified: container deployment, scheduling, resource allocation,
availability, health monitoring, scaling, load balancing, and networking. We add
support for all of these tasks in the simulation and implement simple orchestra-
tion mechanisms directly.

Performance overheads due to the deployment of containers are taken into
account in the simulation by startup times. Each container has a certain resource
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requirement, which has to be considered during scheduling. When the scheduler
assigns a container to a node, a certain amount of resources are reserved and
unavailable for other containers on the same node. The scheduler has to check if
enough resources are available on the node. We implement two standard schedul-
ing algorithms: random and round-robin. Health monitoring is represented in the
simulation by periodic events that check the status of all deployed containers.
Restarts can be simulated if a container has been crashed (e.g., by MiSim’s chaos
monkey function). Networking is determined by the cluster network graph in-
dicating the mean latency and standard deviation between nodes. Furthermore,
we have adapted one autoscaling and several load balancing strategies already
available in MiSim to work with the new container and node models.

4.2 Connecting a Discrete Event Simulation and an Event-Driven
System

General Concept. This section presents our abstract concept for combining a
discrete event simulation (DES) with an event-driven system (EDS). Our goal
is to extend the authenticity and use cases of the DES by including mecha-
nisms/algorithms used in the EDS. A discrete-event simulation [31] is a sequence
of events where each event e € E is associated with a time point ¢ in the simula-
tion time. Here, E' denotes the set of all possible types of events. Each event e is
associated with a function F(e), which is executed as soon as e occurs. This func-
tion can, for example, change modeled entities in the simulation. An event-driven
system [36] is a popular architectural style for developing component-based soft-
ware. Two components communicate with each other by the sender (producer)
emitting an event ¢’ and sending it via a proxy and middleware (channel) to the
receiver (consumer). In the following, we denote the set of defined event types
in the EDS as E'.

Consider a set of special event types @ C FE in the DES. We modify all
functions F'(e) for all events e € @ such that these events are passed to the
EDS. If such an event e occurs at simulation time ¢ in the simulation, two more
steps are needed to make the event processable by the EDS. First, we need a
transformation 7 that maps the event e to an event or a sequence of events
e’ € E’, as usually not all events in the DES are represented in the EDS and
vice versa. Second, passing a representation of the simulation state S(t) at time
t may be necessary. This is especially necessary if not all events e € E are passed
to the EDS. S(t) should contain the states of all simulated entities relevant to
the EDS. If the interface of the EDS allows only event-based communication,
the simulation state S(t) must be transformed into a sequence of events from E’.
When sending ¢’ and S(t), the DES acts as an event producer from the EDS’
point of view. The EDS forwards all received events to consuming components.
The consumers now execute a black-box logic and generate responses r € E’
as reactions to received events. The responses are passed back to the DES and
processed by F(e). As a consequence, entities or states in the simulation might
be modified.
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Fig. 2: Overview of our approach and component interactions.

Application to MiSim and Kubernetes. In our use case, we connect the DES
MiSim with event-based orchestration mechanisms of Kubernetes. Figure[2]shows
an overview of our developed framework. To bridge the gap between MiSim and
Kubernetes, we decided to use an adapter [2]. This has the advantage that the
simulation remains slim, and if no Kubernetes components are to be used, no
unnecessary code must be loaded and executed. We select a set of events ©
from MiSim, that are relevant for Kubernetes components. @ includes all events
affecting containers and nodes, while several other MiSim events, e.g., related
to CPUs or logging, are excluded. The simulation sends selected events and
the state of the simulated entities to the adapter. The adapter is responsible
for the event transformation 7 and the processing and transformation of the
components’ responses r. It implements relevant parts of the Kubernetes API,
especially endpoints for pods and nodes. Hence, it acts like the kube-apiserver
from the Kubernetes components’ point of view. Because the kube-apiserver han-
dles all communication in the Kubernetes control plane, we only need this one
adapter for different components. The adapter and Kubernetes components are
started prior to the simulation. We initialize the component caches with empty
lists for all resource types. When the simulation is started, events for modeled
resource types (like pods or nodes) are forwarded to the Kubernetes components.

4.3 Handling Incompatible Events and Models

General Concept. In the following, we consider cases where the DES and the
EDS use different models or entities that cannot be transformed into each other.
In the following, let Mp be the set of models and entities which appear in the
DES but have no equivalent in the EDS. Similarly, let Mg be the set of models
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and entities that exist in EDS but have no equivalent in the DES. Let Mpy g
be the set of models and entities with equivalences in DES and EDS. First, we
consider elements from Mp. Since, in our case, we are only interested in the
results of the DES, these do not pose a problem. We simply exclude all events
concerning entities Mp from the set ©. We just have to ensure that we correctly
model interactions between entities from Mp and entities from Mpg.

We can divide elements from Mg into two groups. We ignore the group of
models or entities from Mg that have no interaction with elements from Mp, g
or whose interactions should not be considered in the DES. The second group of
elements from Mg that have relevant interactions with elements from Mp g has
to be considered in our approach. These can, for example, influence the response
r to an event e from the DES and thus influence the simulation run. To solve this
problem, we propose to use a black-box information repository (BIR). The DES
receives a set of additional EDS-specific information B before starting a run,
as well as information about which events e € @ should use which information
b € B. The simulation does not interpret or change elements in B but stores
them in the repository. The function F'(e) passes them to the EDS for specific
events e together with the simulation state S(t). This way, entities not modeled
in the DES can still be considered in simulation runs and in the black-box logic
of the EDS components.

Application to MiSim and Kubernetes. In this paper, we choose scheduling
and cluster autoscaling as two Kubernetes orchestration mechanisms to inte-
grate into MiSim. The scheduling algorithm comprises nine extension points
where user-defined plugins can be attached [28]. As these plugins contain arbi-
trary logic, it is impossible to integrate this configuration space in the simulation
using traditional models. Similarly, the cluster-autoscaler has more than 30 con-
figuration options [I8]. Simulative evaluation is especially beneficial since cluster
autoscaling can only be performed with special infrastructure where nodes can
be added or deleted on demand. Both mechanisms use entities that are not
present in MiSim (like node affinities, labels, or machine set definitions). Ku-
bernetes uses YAML files to define these entities. Our framework stores these
user-created files in the BIR and forwards the contents on specific events. In the
following, we look deeper into how the kube-scheduler and cluster-autoscaler are
integrated into MiSim using the aforementioned concepts.

4.4 A Detailed Look at Scheduling and Cluster Autoscaling

The kube-scheduler receives a request from the adapter whenever an event in
MiSim is triggered that creates a new container. This request contains informa-
tion about the container to be deployed (e.g., its resource requirements) and all
other currently deployed containers (the simulation state). The selected node or
an error (e.g., if all resources in the cluster are reserved) is expected as a response.
The adapter converts this request into a series of Kubernetes watch events and
sends them to the scheduler. The kube-scheduler determines nodes with enough
resources and selects a node for the container according to its scheduling policy.
This policy is set as a configuration [28] at the start, like in a real cluster. If
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no node is available, the kube-scheduler returns an error to the adapter, which
passes it on to the simulation.

Scheduling policies in Kubernetes can also be influenced by other factors
(e.g., pod affinities [24]). These are examples of critical elements from the set
Mg, i.e., entities that exist in Kubernetes but do not exist in the simulation and
yet affect relevant tasks in the simulation. For the example mentioned above,
we create node definitions with labels and pod definitions with affinities in the
form of Kubernetes YAML files that populate the BIR at the simulation start.
The simulation and adapter forward them on events concerning nodes or pods,
respectively. The kube-scheduler uses this information for scheduling. With this
approach, we can cover the scheduling policies’ maximum complexity without
implementing new logic ourselves. We demonstrate the different usage of schedul-
ing policies in Section

As a second Kubernetes component, we integrate the cluster-autoscaler (CA)
into the simulation. It becomes active whenever the kube-scheduler cannot de-
ploy a pod (upscaling, see Figure or when the utilization of a node falls
below a certain threshold (downscaling). Hence, the CA subscribes events for
pods and nodes; our adapter forwards all decisions of the kube-scheduler di-
rectly to the CA. Furthermore, the CA needs endpoints to manage node groups.
Here, different implementations for cloud providers exist [26]. We use the generic
open-source Kubernetes Cluster API [29]. Note that the chosen cloud provider
implementation does not influence the autoscaling logic. By now, we support
the integration of MachineSets from the Cluster API. A MachineSet is a set
of machines with equal resources that can be scaled from a specified minimum
value (> 0) to a maximum value. The user can specify definitions of MachineSets
as part of the BIR at the simulation start. We compare two different upscaling
policies for the CA in Section [5.2}

5 Evaluation

In the following, we provide empirical evidence on the usefulness of our approach
for evaluating orchestration policies and validate the behavior of the included
Kubernetes components by conducting two experiments. First, we consider a
microservice application whose services are deployed in a global cluster. We
examine the interactions between different scheduling policies, the application,
and the cluster architecture. In the second experiment, we deploy an increasing
number of service instances in a heterogeneous cluster with two machine types.
We look at different expansion policies of the CA and show that our framework
can correctly capture the interactions between the CA and the kube-scheduler.
We provide a CodeOcean capsule [3] where all experiments can be reproduced.

5.1 Scheduling Policies in a Global Cluster

Overview. In this experiment, we model a cluster with nodes in different geo-
graphic regions. A microservice reference application is deployed in this cluster.
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Fig. 3: Modeled cluster environment and test application workload.

We simulate a constant load and analyze the response time of different user
operations. Three different scheduling policies are tested, causing services to be
deployed on different nodes and experiencing different network latencies. We
show that our framework can use the kube-scheduler in a way that it behaves
the same as in the real cluster and that the simulation can reflect the effects of
different scheduling policies on the simulated test application.

Cluster Environment. We use a cluster with five workers and one master in
the Google Cloud, as shown in Figure All machines are of type e2-standard-4
with four CPU cores. Two workers (eul and eu2) and the master are deployed in
Germany. The remaining workers run in Singapore, Brazil, and Iowa (USA). Ev-
ery node has its compute zone as a Kubernetes node label. Before the experiment,
we measure the network latency between all nodes using 100 ping packets. The
network latencies are given to the simulation as means and standard deviations.
We use Kubernetes YAML files to specify the five workers for the simulation. At
the simulation start, this information is forwarded to the kube-scheduler, which
extracts available resource capacities, node labels, and more. The master node
is not considered in the simulation.

Microservice Test Application and Workload. We use the popular benchmark-
ing application TeaStore [23] with seven microservices in our experiments. All
microservices request 0.8 CPU cores per instance. In the real cluster, we use the
HTTP load generator [4] to generate a constant load of 20 requests per second
for five minutes. A user behavior consisting of four steps is simulated. First, a
user accesses the start page and then logs in with his account data. Afterward,
the user adds a random product from the store to his cart and then logs out
again. In the simulation, we build on the architecture model of the TeaStore
used by Frank et al. [I7] and extend it with the database service. The defined
workload stimulates a total of five services and 15 endpoints. The dependency
graph of the operations for our workload is shown in Figure [3b]

Scheduling Policies. We deploy one instance of each TeaStore service in our
cluster. Hence, the total CPU core requirement is 5.6 cores, meaning that at
least two nodes are needed for the deployment. We evaluate three scheduling
policies: default, most-allocated, and europe-only. The default scheduling policy
deploys the pod to the node where the least resources have been reserved so
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far. This results in the services being distributed to all nodes. Kubernetes offers
two general options to influence scheduling. First, different configurations of the
kube-scheduler can be used, resulting in a different algorithm being used for all
pods. The most-allocated policy is an example of this. We use a profile of the
kube-scheduler [28], which causes the next pod to be deployed to the node with
the most resources reserved but still enough resources to run the pod. This policy
requires two nodes to run the services. The scheduling policy is set at the start of
the kube-scheduler. The second option to influence the scheduling in Kubernetes
is to set special properties of the pods. These will influence the scheduling only
for selected pods. For our europe-only policy, we use node affinities. Precisely, we
specify that our services can only be deployed on nodes with a label indicating
that they belong to the compute zone Europe. This causes the services to be
distributed to the nodes eul and eu2. Both in the simulation and the real cluster,
we use Kubernetes deployment files to specify the affinities.

Start State. Before deploying the services, all nodes have no reserved re-
sources. Therefore, the nodes are equally suitable for selection. Furthermore, the
order in which the containers are to be deployed plays a role in the scheduling
since the kube-scheduler processes the pods one after the other. In initial tests,
both factors led to different placements occurring during repeated simulation and
real cluster runs. We made two adjustments to ensure the experiment’s compara-
bility and repeatability. First, we fixed the order in which the containers should
be deployed to the recommended deployment order of the TeaStore [5]. Further-
more, we deployed other containers on four of the five worker nodes that occupy
different resources at the nodes: Singapore (0.05 cores), Brazil (0.1 cores), eu2
(0.15 cores), and USA (0.2 cores). This setup leads to the scheduling decisions
not being random and the experiment being repeatable.

Results. Figure [4a] gives an overview of the scheduling for different policies.
These scheduling decisions are the same in the real cluster and the simulation.
This shows that our approach can correctly represent different scheduling poli-
cies in the simulation without implementing them. The second question to be
answered is whether the effects of different scheduling policies on the performance
of the modeled microservice application can be simulated. Figure [b] shows the
simulated and measured response times with the standard deviation for all four
considered request types. We see that the scheduling policies significantly impact
the response times. The default policy that distributes the services worldwide
has the highest response times, while the europe-only policy has the lowest. This
is visible in both the measured and simulated results. Furthermore, using the
logout operation as an example, we see an interaction between application ar-
chitecture and scheduling. As shown in Figure [3b] the logout operation depends
only on one operation of the auth service. According to Figure [fa] the default
policy causes webui and auth to be deployed in Europe. In contrast, in the most-
allocated policy, the auth service is deployed in the USA, and the webui service
is in Europe. This explains the higher response time for this operation in the
most-allocated policy compared to the default policy.
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Fig. 4: Effects of different scheduling policies in a global cluster.

Overall, the effects of different scheduling policies on microservice perfor-
mance can be qualitatively modeled. However, some operations also have signif-
icant errors in the response time prediction. These are caused by inaccuracies in
the MiSim performance model. For example, the large deviation for the start-
Page operation in the default policy is caused by large payloads with variable
sizes (here: images) sent over the network. MiSim lacks support for modeling
different payload sizes and parametric dependencies. Hence, the real network
overhead cannot be predicted accurately in this case. However, this is a limita-
tion of MiSim’s performance model rather than a weakness of our approach for
including orchestration mechanisms, as further discussed in Section [6] We also
analyzed the overhead of our adapter and the integration in total. In this exper-
iment, we measure only a tiny overhead. The simulation runs take, on average,
about 9.2 seconds, of which only about ten milliseconds are spent on the com-
munication with the adapter and kube-scheduler. This shows that our approach
has a reasonable overhead and can enrich MiSim with authentic Kubernetes
container orchestration mechanisms.

5.2 Expansion Policies for Cluster Autoscaling

Overview. In this section, we demonstrate our simulation with the CA and show
its ability to capture the interactions between the cluster-autoscaler and the
kube-scheduler (see Fig. [1)). We model a heterogeneous cluster with two different
node groups. The CA offers the possibility to define expansion policies, i.e., to
configure which node groups should be prioritized during upscaling. We compare
two expansion policies and prove they work as expected in our framework.
Simulated Cluster Environment. We define a cluster with two machine sets.
Machines in the small-set have 4 CPU cores and in the large-set 8 cores. Both
machine sets can be scaled from one to ten nodes. One node from each machine
set is deployed at the start. The analogy in a real cluster would be to deploy
different instance groups with different resources and pricing models. Unfor-
tunately, we cannot directly compare this experiment to a Google Kubernetes
cluster where a proprietary, not freely configurable version of the CA is used.
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Fig. 5: Cluster scaling with nodes from small-set (solid) and large-set (dashed).

Expansion Policies and Test Application. The expansion policies of the CA
can be adjusted via a command line flag. The CA triggers upscaling whenever
the kube-scheduler cannot assign a pod to a node due to a lack of resources.
We consider two expansion policies. The random policy randomly selects a node
group for upscaling. In contrast, the least-waste policy prefers the node group,
where as few resources as possible (here: CPU cores) are wasted after the de-
ployment of the new pods. In this case, the machine set with four cores is always
preferred. We use a Kubernetes deployment file of the TeaStore registry service
as a test application, with each replica requesting 0.5 cores. For demonstration
purposes, we use an autoscaler that requests a new instance every 15 seconds.

Results. Figure [5| shows the two expansion policies in comparison. Since the
random policy returns different results with repeated runs, Figure 5] shows only
a selected test run. Both expansion policies behave as expected: The random
expander deploys alternating instances with 4 and 8 CPU cores on average (both
blue lines increase early). The least-waste expander first scales the machine set
with 4 CPU cores up to the maximum number of 10 (only the solid blue line
rises first). This leads to a slow increase in the number of provided CPU cores
(red line) and many upscaling decisions being necessary initially. The random
policy makes capacity increase more stable, making it a policy that can be used
when nothing is known about workload changes. The least-waste policy is a cost-
optimized policy that can be used when slowly increasing loads and few upscaling
are expected. Both policies stop the expansion when the maximum size of the
machine sets is reached. Overall, we show that different CA configurations can
be correctly executed in our simulation. The basis for this is the interaction of
the CA with the kube-scheduler, as shown in Figure [I] Hence, we show that
multiple Kubernetes components can be used in parallel in our framework.

6 Discussion

This section summarizes our approach’s strengths, weaknesses, and limitations.
As already mentioned, there are different user groups of our framework. We en-
able designers of microservice architectures to simulate realistic scenarios with
authentic container orchestration. We provide a new lightweight test platform
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for Kubernetes or container orchestration developers, where real code and new
configurations can be tested without requiring a cluster. A significant advantage
is that orchestration mechanisms can be included in the simulation in their full
complexity without having to model them. The drawback is that expert knowl-
edge of the orchestrator interfaces is required to integrate its code. This could
be an obstacle for microservice designers, less for developers of CO frameworks.

To include new orchestration mechanisms in our framework, the interfaces
required by the mechanism must be identified and implemented in the adapter.
In a concrete use case, the question of whether integration in this form is worth-
while or whether a simple model of the mechanism is sufficient must be answered.
The integration is worthwhile if the mechanism has a complex configuration and
logic. If it is a relatively simple algorithm without regular updates, a simple
model should be preferred. Generally, we assume that the integrated compo-
nents are independently deployable and work event-based. A current limitation
of our approach is that component responses are always executed immediately
in the simulation. While this is a good approximation for the kube-scheduler,
cluster autoscaling includes non-negligible node start times. Extensions in our
framework for these purposes are planned. Since we do not change the perfor-
mance models in MiSim, the challenge for accurate predictions for response times
and similar metrics remains the correct calibration of the performance models
as well as a correct modeling of parametric dependencies [I5]. However, these
weaknesses concern the MiSim core rather than the extension presented in this
paper, which in theory, would also support other performance models.

7 Conclusion

This paper presented a new approach for connecting a microservice simulation
with Kubernetes components based on a general concept for combining discrete-
event simulation and event-driven systems. We validated our approach in ex-
periments with the kube-scheduler and cluster-autoscaler. We have shown that
different component configurations can be represented in the simulation by us-
ing the actual Kubernetes components and without abstract models or manual
re-implementation. Our framework can be used, for example, by microservice
application developers to simulate real-world scenarios and by CO framework
developers to test new orchestration policies. Future work will focus on evalu-
ating complex scenarios, simulation-based optimization of CO mechanisms, and
increasing the simulation accuracy, e.g., by considering startup times.
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