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ABSTRACT

In many areas of decision-making, forecasting is an essential pillar. Consequently, many different
forecasting methods have been proposed. From our experience, recently presented forecasting
methods are computationally intensive, poorly automated, tailored to a particular data set, or they lack
a predictable time-to-result. To this end, we introduce Telescope, a novel machine learning-based
forecasting approach that automatically retrieves relevant information from a given time series and
splits it into parts, handling each of them separately. In contrast to deep learning methods, our
approach doesn’t require parameterization or the need to train and fit a multitude of parameters. It
operates with just one time series and provides forecasts within seconds without any additional setup.
Our experiments show that Telescope outperforms recent methods by providing accurate and reliable
forecasts while making no assumptions about the analyzed time series.

Keywords Automatic feature extraction - Combining forecasts - Comparative studies - Forecasting competitions - Long
term time series forecasting - Time series

1 Introduction

Time series forecasting is an essential pillar in many decision-making disciplines [1]. Accordingly, time series
forecasting is an established and active field of research, and thus various methods have been proposed. Due to the
variety of approaches, the choice and configuration of the best performing method for a given time series remain a
mandatory expert task to avoid trial-and-error. However, expert knowledge can be expensive, may have a subjected bias,
and it can take a long time to deliver results.

Thus, the question arises if there is a single forecasting method that performs best for all time series. However, the
“No-Free-Lunch Theorem” [2], initially formulated for optimization problems, denies the possibility of such a method.
It states that improving one aspect typically leads to a degradation in performance for another aspect. An analogy
can be drawn to the domain of forecasting: No forecasting method performs best for all time series. In other words,
forecasting methods have their advantages and drawbacks depending on the considered time series.

In fact, different types of hybrid forecasting methods have been proposed in the last years [3]] to tackle the challenge stated
by the “No-Free-Lunch Theorem”. The core idea is the usage of at least two methods to minimize the disadvantages
of individual methods. From our experience, recently presented open-source hybrid methods are computationally
intensive, poorly automated, tailored to a particular data set, or they lack a predictable time-to-result. However, many
real-world scenarios where forecasting is useful (e.g., auto-scaling) have strict requirements for a reliable time-to-result
and forecast accuracy. To achieve a low variance in forecast accuracy, the preprocessing of historical data and the
feature handling (extraction, engineering, and selection) must be done in a sophisticated way.
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To tackle the mentioned challenges, we pose ourselves the following research questions:

RQ1 How to design an automated and generic hybrid forecasting approach that combines different forecasting methods
to compensate for the disadvantages of each technique?

RQ2 How to automatically extract and transform features of the considered time series to increase the forecast
accuracy?

RQ3 What are appropriate strategies to dynamically apply the most accurate method within the hybrid forecasting
approach for a given time series?

Towards addressing the research questions, we introduce a novel machine learning-based hybrid forecasting approach
called Telescopd[|that automatically retrieves relevant information from a given time series and splits it into parts,
handling each of them separately (addressing RQ1). More precisely, Telescope automatically extracts intrinsic time
series features and then decomposes the time series into components, building a forecasting model for each of them
(addressing RQ2). Each component is forecast by applying a different method and then the final forecast is assembled
from the forecast components by employing a regression-based machine learning algorithm. For non-time-critical
scenarios, we additionally provide an internal recommendation system that can be employed to automatically select the
most appropriate machine learning algorithm for assembling the time series from its components (addressing RQ3).

To evaluate our approach, we compare Telescope to seven competing methods (including approaches from Uber and
Facebook) in more than 1000 hours of experiments using a forecasting benchmark. Telescope outperformed all methods,
exhibiting the best forecast accuracy coupled with a low and reliable time-to-result. Compared to the competing methods
that exhibited, on average, a forecast error (more precisely, the symmetric mean absolute error) of 29%, Telescope
exhibited an error of 20% while being 2556 times faster. In particular, the methods from Uber and Facebook exhibited
an error of 48% and 36%, and were 7334 and 19 times slower than Telescope, respectively. When additionally applying
the recommendation system, Telescope was able to reduce the forecast error even further down to 19%.

The rest of the article is structured as follows: We first introduce terms as well as definitions for understanding this
article in Section[2] Then, we review related work in Section 3] In Section[d] we present Telescope. Afterward, we
benchmark Telescope in Section [§|before concluding this article.

2 Foundations on Time Series

In this section, we briefly present the basic terms and definitions related to time series and time series in Section@ Then,
we outline the frequency detection of a time series, the time series decomposition, and the time series transformation in

Section[2.2] 2.3] and [2.4] respectively.

2.1 Terms and Definitions

A univariate time series is an ordered collection of values of a quantity obtained over a specific period or since a certain
point in time. In general, observations are recorded in successive and equidistant time steps (e.g., hours). Typically,
internal patterns exist, such as autocorrelation, trend, or seasonal variation. Mathematically, if y; € R is the observed
value at time ¢ and T a discrete set of equidistant time points, a univariate time series is defined by

Yi={y.:te€T}. (1)

2.1.1 Components of a Time Series

A time series can also be seen as a composition of trend, seasonal, cycle, and irregular components [[1]. The long-term
development in a time series (i.e., upwards, downwards, or stagnate) is called trend. Usually, the trend is a monotonic
function unless external events trigger a break and cause a change in the direction. The presence of recurring patterns
within a regular period in the time series is called seasonality. These patterns are typically caused by climate, customs,
or traditional habits such as night and day phases. The length of a seasonal pattern is called frequencyﬂ Rises and falls
within a time series without a fixed frequency are called cycles. In contrast to seasonality, the amplitude and duration of
the cycles vary over time. The remaining part of the time series that is not described by trend, seasonality, or cycles is
called the irregular component. It usually follows a certain statistical noise distribution and is therefore not predictable
by most models.

!Telescope at GitHub: https://github.com/DescartesResearch/telescope
%A preliminary idea of our Telescope approach were accepted as a short conference publication [4]).
3In the context of time series analysis, the term frequency has a different meaning as, for example, in physics.
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2.1.2 Fourier Terms

Following the basic principle in mathematics to break down complex objects into more simpler parts, a time series can
be approximated by a linear combination of sinusoid terms. The resulting representation is referred to as Fourier series
and the sinusoids terms are called Fourier terms.

2.1.3 Stationarity

One of the most important characteristics of a time series is the stationarity since most forecasting methods assume
that the time series is either stationary or can be “stationarized” through a transformation [5]]. Loosely speaking, the
statistical properties (such as mean, variance, and auto-covariance) of a stationary time series do not change over
time. In practice, however, time series are usually showing a mix of trend or/and seasonal patterns and are thus
non-stationary [6]. To this end, time series are transformed, seasonally adjusted, made trend-stationary by removing
the trend, or made difference-stationary by possibly repeated differencing (i.e., computing the differences between
consecutive observations) [[1]].

2.2 Spectral Analysis and Frequency Detection

In many fields, especially for forecasting, it helps discover the underlying periodicities in the data, that is, knowing the
frequencies or the lengths of the seasonal patterns. For instance, if the most dominant frequency is unknown for a given
time series, the time series cannot be decomposed (see Section [2.3)). In this context, the dominant frequency means
the most common period, respectively, the seasonal pattern, such as days in a year. Also, if the dominant frequency
is available, the information on the next dominant frequency (e.g., the week within the year) is helpful. A standard
method for this data analysis is the spectral analysis, also referred to as analysis in the frequency domain. The key
idea is to transform the time series from the time domain to the frequency domain as the spectrum reveals the data’s
underlying frequencies. The resulting spectral density assigns then an intensity to each frequency within the time series.
An estimate of the spectral density is the periodogram [[1]. That is, in a time series that is driven by certain seasonal
patterns, the periodogram shows peaks at precisely those frequencies.

2.3 Time Series Decomposition

As a time series consists of different components, a common approach is to break down the time series into its
components. The parts can either be used to modify the data (e.g., removing the trend or seasonality) or be used as
intrinsic features for augmenting a model capturing the time series.

A common method for decomposing a time series is STL (Seasonal and 7Trend decomposition using Loess) [8]]. STL
disassembles the given time series Y (¢) into the components trend T'(t), season S(¢), and irregular I(¢). More formally,
the resulting decomposition of STL is

Y(t) :=T(t) + S(t) + I(t). 2)

Although STL can only handle additive relationships between the components, it can also be applied to multiplicative
time series by applying the natural logarithm on the time series beforehand. Figure|l|depicts a decomposition of a time
series based on STL.

2.4 Time Series Transformation

As observed data may be quite complex, for example, having high variance and/or multiplicative relationship between
the components, an adjustment or simplification of it can improve the forecasting model [1]]. To this end, there are
different methods that transform time series. A common approach is to apply the logarithm, but the transformed data
may not be normally distributed. In contrast, the Box-Cox transformation [9] tries to transform the data into “normal
shape”. The Box-Cox transformation is defined as follows

w, i By if A =0,
C ) —1)/X  otherwise,

where y; is the original time series and ) the transformation parameter that determines the function.

3)

Note that if a forecast was conducted based on this transformation, the forecast values have to be re-transformed using
the same A to be in the right scale. Consequently, the re-transformation of the time series is defined as

e A =0, @)
Y = (Aw; + 1)Y/*  otherwise.
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Figure 1: Example of STL decomposition.

3 Related Work

In 1997, the “No-Free-Lunch Theorem” was postulated. It states that there is not a single optimization algorithm
that performs best for all scenarios since improving the performance of one aspect leads typically to a degradation in
performance for another aspect. Considering the inherent drawbacks and limitations of forecasting methods, it can be
concluded that there is no single forecasting method that performs best for all kinds of time series. To face this challenge,
many hybrid forecasting methods have been proposed in the literature. The underlying idea of such hybrid approaches
is to use at least two forecasting techniques to compensate for the limitations of the individual forecasting approaches.
The success of this concept can be demonstrated, for example, by investigating the recent M4-Competition [[10]: 12 of
the 17 most accurate methods were hybrid forecasting methods. The proposed hybrid methods can be categorized into
three groups, each sharing the same basic concept: (i) ensemble forecasting, (ii) forecasting method recommendation,
and (iii) time series decomposition. Consequently, Sections [3.1]to [3.3]present top cited and recent hybrid approaches.
The delimitation of Telescope from the following approaches is discussed in Section[3.4]

3.1 Ensemble Forecasting

The core idea of the first and historically oldest group is to compute the forecast as a weighted sum of the values
derived from applying multiple forecasting methods. The impetus for this idea was provided by J. Bates and C. Granger
in 1969 [[L1]]. In their work, they show that the forecast accuracy can be increased by using ensembles compared to
applying each forecasting method on its own. However, the accuracy of ensemble forecasting depends highly on the
weight estimation algorithm. Recent work applies a weighted sum based on the training error [12] or starts with a simple
arithmetic mean of the forecasts and learns then the optimal weights for each forecasting method dynamically [[13].
Another approach [14]] applies a meta-learner to determine the weights based on each method’s forecast error based on
the training set. Z. Wang et al. [[15] propose an ensemble of 30 feed-forward neural networks, where each network gets
a random subset of the time series. D. Boulegane et al. [16] builds an ensemble base on Bernoulli trial that takes the
predicted error and the meta-learner’s confidence for each method into account. P. Montero-Manso et al. [17] applies a
meta-learner that learns the ensemble weigths based time series characteristics and the forecast error of each method.
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3.2 Forecasting Method Recommendation

Methods from the second group build a rule set for estimating the assumed best forecasting method based on analyzing
specific characteristics of the considered time series characteristics. The first rule for weighting forecasting methods
based on the characteristics of the given time series was introduced F. Collopy and J. Armstrong in 1992 [18]]. In their
work, the authors manually created an expert system after having interviewed five experts in the field of forecasting
from industry and academia. A few years later, X. Wang et al. used clustering and self-organizing maps to select the
best forecasting method based on time series characteristics [19]. This work was extend by A. Widodo and 1. Budi [20]
by adding more methods. In addition to time series characteristics, M. Kiick et al.[21] considered for selecting the
best forecasting method for a given time series a set of error measures. In another approach [22], the time series are
classified into different clusters and the method that has the lowest prediction error in the cluster in which the new time
series is classified is recommended. T. Talagala et al. [23]] applied a meta-learner to map the best forecasting method
to a given time series based on its characteristics. A similar approach is proposed by D. Zhang et al. [24], where the
forecast horizon is also considered for the meta-learning.

3.3 Time Series Decomposition

In the last group, a time series is decomposed into components and forecasting methods are applied to each component
separately or a time series is forecast with an individual method, and afterward, a second individual method is applied
on the residuals. Recent approaches decompose the time series into a linear and non-linear part based on fitting
residuals [25} 26], discrete wavelet transformation [27], or empirical mode decomposition [28} 29]. C. Bergmeir
et al. [30]] decomposed the time series with STL and then, bootstrapped different versions of the irregular part to form
new time series. Each new time series is forecast and the final forecast is the median of these forecasts. S. Taylor
and B. Letham (Facebook) [31] split the time series into trend, season, and holiday. F. Saddaoui and H. Rabbouch
proposed an approach that splits a time series into trend, seasonal, and irregular parts based on the maximal overlap
discrete wavelet transformation [32] and one approach approximating the trend with a linear regression and seasonal
component with a sum of sines [33]]. The method [34] introduced by S. Syml (Uber) deploys exponential smoothing for
de-seasonalizing and a a recurrent neural network for extrapolating the time series.

3.4 Differentiation from Related Work

One of the key differences to the proposed hybrid methods [[15 18] 24} 28} 1301 |31} 132} 34] is that Telescope is generic.
That is, Telescope is not tailored to a special scenario and makes no assumptions about the analyzed time series. Further,
as Telescope is based on time series decomposition and its recommendation part is only used in non-time-critical
scenarios, our approach differs considerably from methods from the field of ensemble forecasting. In contrast to
the methods originating from time series decomposition that use different decomposition and forecasting techniques,
Telescope explicitly decomposes the time series into trend, season, and irregular part. Also, each part is forecast
separately using different forecasting methods. In contrast to the recommendation-based methods that use mainly
“classical” time series forecasting methods, Telescope selects regression-based machine learning methods based on time
series characteristics. Lastly, our approach augments the original time series set by generating new time series from it to
increase the data set’s diversity.

4 The Telescope Approach

The assumption of data stationarity is an inherent limitation for time series forecasting. Any time series property that
eludes stationarity, such as non-constant mean (i.e., trend), seasonality, non-constant variance, or multiplicative effect,
poses a challenge for the proper model building [35]]. Consequently, we take all the techniques discussed in the previous
section into account to design an automated forecasting workflow called Telescope that automatically transforms the
given time series, derives intrinsic features from the time series, selects a suitable set of features, and handles each
feature separately. The choice and combinations of different methods and techniques contains the best-performing
methods during preliminary experiments.

The workflow of Telescope is briefly illustrated in Algorithm [I]and gets as input a univariate time series s and the
horizon 4. The horizon specifies how many values have to be forecast at once. In the first phase (Line 1), the time
series is preprocessed and the frequencies of the underlying patterns are extracted. Telescope is intended to handle
seasonal time series as many time series are observed or produced by systems subjected to human habits and are thus
seasonal. In other words, if a seasonal time series has to be forecast, the second and third phases of Telescope comprise
the extracting of relevant intrinsic time series features (Line 3) and building a model that describes the time series based
on these features (Line 4). Afterward, the model is used to forecast the behavior of the future time series (Line 5). In the
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Algorithm 1: Telescope forecasting workflow.

Input: Time series s, horizon h
Result: Forecast of ts

[ts, fregs] = Preprocessing(ts); // see Section

if freqs[1] > 1 then // ts is seasonal
features = FeatureExtraction(zs); // see Section
model = ModelBuilding(ts, features); // see Section |4.3
forecast = Forecasting(model, h); // see Section [4.4

else

‘ forecast = ARIMA(ts, h); // see Section

end

forecast = Postprocessing(forecast); // see Section

return forecast

case where no seasonality exists within a time series (Line 7), the time series is modeled and forecast with ARIMA [1]].
Finally, the forecast is postprocessed according to the preprocessing phase and returned. In the following, each phase is
explained in detail. Afterwards, the limitations and assumptions are discussed in Section[4.8]

4.1 Preprocessing

The first phase of Telescope is called Preprocessing and the workflow is depicted in Figure[2] Orange, rounded boxes
represent actions, green hexagons the input of a phase, and blue trapezoids the output of a phase. This phase gets
as input the Time Series, which is prepared for the following phases. As forecasting methods, especially machine
learning methods, struggle with changing variance and multiplicative effects within a time series [36], the time series
is transformed. More precisely, Telescope applies the Box-Cox Transformation (see Section[2.4) to the Time Series.
We integrated this transformation step as it reduces both variance and multiplicative effects of the time series, leading
to an improved forecast model [35] [T]]. For estimating the Transformation Parameter of the Box-Cox transformation,
we apply the method proposed by Guerrero and restrict the parameter to values greater than or equal to zero.
As the Box-Cox transformation can result in a logarithmic transformation, the time series has to be “real” positive (
vt : y, > 0). Consequently, the time series is shifted along the ordinate before the transformation if there is at least one
value less than or equal to zero.

) . Box-Cox
Time Series ;
Transformation

Y

Frequencies
Estimation

. Preprocessing ’

—————————————~
- ————-

Figure 2: Preprocessing phase of Telescope.

In parallel to the transformation, Telescope performs the Frequencies Estimation. In short, the main idea of this step is
to retrieve the most dominanﬂ frequencies from the input time series by applying a periodogram (see Section .

4.2 Feature Extraction

The second phase, Feature Extraction, is depicted in Figure[3] As input, this phase gets the Transformed Time Series
and the Dominant Frequencies from the Preprocessing phase. Based on the input, Telescope retrieves intrinsic time
series features for tackling typical problems or difficulties that may occur during the modeling of a time series. The first

“By dominant, we mean the most common period such as days in a year.
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difficulty is that time series may have multiple underlying seasonal patterns [1]]. To this end, Telescope determines for
each dominant frequency the associated Fourier Terms (see Section[2.1.2) of the Transformed Time Series for modelling
the different patterns. More precisely, for each dominant frequency, a sine as well as a cosine with the period length of
the corresponding frequency are retrieved from the time series.

Transformed

Dominant STL
Time Series Frequencies Decomposition
(&

Y ¢

Fourier Series Irregular
Extraction

N Feature Extraction ,

Legend [ Action ]< Input >| Artifact |‘

Figure 3: Feature extraction phase of Telescope.

,____________

Another problem are time series violating the stationary property (see Section[2.1.3). Although most forecasting methods
assume stationary time series [5]], many time series exhibit trend and/or seasonal and thus are non-stationary [6]]. To
handle the non-stationarity, the core idea of Telescope is to decompose the time series and then deal with each part
separately. To this end, the Transformed Time Series is split into its components Trend, Season, and Irregular with STL
(see Section[2.3). For the decomposition task, the most dominant frequency is used to specify the length of the seasonal
pattern and the extraction of the pattern is set to periodic, that is, we assume that the seasonal pattern does not evolve
over time. Although STL can only deal with an additive relationship between the components of a time series, it is not
examined whether the time series follows an additive or multiplicative decomposition. More precisely, we assume that
the Box-Cox transformation in the Preprocessing phase has minimized or removed the multiplicative effects.

4.3 Model Building

In the third phase called Model Building, the model that reflects the time series is build on the inputs Transformed
Time Series, Trend, Fourier Terms, and Season. To build a suitable model describing the time series, we apply machine
learning for finding the relationship between the time series and the intrinsic features. In a time-critical scenario, that
is, the forecast is required with a reliable time-to-result, Telescope implements XGBoost as regression-based
machine learning method. We choose XGBoost since boosting tree algorithms are time-efficient, accurate, and easy
to interpret [39]. In a scenario where the time-to-result is negligible, Telescope uses its recommendation system for
selecting the most appropriate regression-based machine learning method for the given time series.

4.3.1 Time-Critical Scenario

Figure [ shows the Model Building phase in a time-critical scenario. As a strong trend both increases the variance and
violates stationarity, the trend introduces challenges for the model building. To this end, the first step is the removal of
the trend from the time series. The resulting De-trended Time Series is now trend-stationary. Although seasonality can
also violate stationarity, machine learning methods are suitable for pattern recognition [40]. Consequently, XGBoost
learns during its training procedure how the De-trended Time Series can be described by the intrinsic features Fourier
Terms and Season. Note that the irregular part of the time series is not explicitly considered a feature to reduce the
model error and later the forecast error. That is, the machine learning method learns the irregular part as the difference
that is missing to fully recreate the de-trended time series.

4.3.2 Non-Time-Critical Scenario

The Model Building phase in a non-time-critical scenario, which is depicted in Figure [} is identical to the phase
in a time-critical scenario, with the exception that no fixed machine learning method is used. In other words, the
machine learning method is selected based on the time series. To this end, the De-trended Time Series is passed to
the recommendation system that extracts characteristics of the time series. Based on these characteristics, the most
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Figure 4: Model building phase of Telescope in a time-critical scenario.
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Figure 5: Model building phase of Telescope in a non-time-critical scenario.
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suitable machine learning method is selected and used to learn how the intrinsic features can describe the time series.
The details of the recommendation system are described in Section[4.7]

4.4 Forecasting

In the Forecasting phase, which is illustrated in Figure[6] the different components are forecast separately and then, the
future time series is assembled. To this end, this phase gets as input the Trend, Fourier Terms, Season as well as the
Model. As the Season and the Fourier Terms are recurring patterns per definition, they can be merely continued. More
precisely, the seasonal pattern and each Fourier terms is forecast for the time n + & as follows

gn+k|n = yn-ﬁ-k—m-(L%J-&-l)’ ®)

where y; is the observations at time ¢, n the number of historical observations, m the length of the associated period,
and the forecast horizon k being a positive integer. The resulting Future Season and Future Fourier Terms are used as
features in conjunction with the Model for predicting the future de-detrended time series. More precisely, the machine
learning method regresses a new value of the Future De-trended TS for each point in time of the forecast based on the
corresponding values of the features.

In parallel to the forecast of the recurring patterns, the trend is also forecast. Since the Trend contains no recurring
patterns, an advanced forecasting method is required to forecast the Future Trend. To this end, we apply ARIMA as it is
able to estimate the trend even from a few points. More precisely, we apply auto.arimzﬂ [41]] that automatically finds

5 Auto.arima conducts a search over possible SARIMA and ARIMA models.
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Figure 6: Forecasting phase of Telescope.
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the most suitable model parameters for a time series. After the trend is forecast, the last step of this phase is assembling
the forecast of the time series. To this end, the Future De-trended TS and the Future Trend are summed up.

4.5 Postprocessing

The last phase of Telescope is called Postprocessing and its workflow is depicted in Figure[7} As the name suggests,
this phase is the counterpart of the Preprocessing step. More precisely, it gets as input the Future Transf. Time Series
from the Forecasting phase and the Transformation Parameter from the Preprocessing phase. As the time series was
adjusted with the Box-Cox transformation, the Future Transformed Time Series has to be re-transformed with the
identical transformation parameter from the Preprocessing phase. To this end, the inverse Box-Cox transformation with
the Transformation Parameter is applied to the Future Transformed Time Series. If the time series was shifted along the
vertical axis in the first phase, the time series also has to be moved back. Finally, the forecast of the original time series
is returned.

___________________________________________________

Transformation
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Figure 7: Postprocessing phase of Telescope.

4.6 Fallback for Non-Seasonal Time Series

Telescope’s core idea is to detect recurring patterns within a time series and use this information to retrieve intrinsic
features. However, if Telescope has to forecast a non-seasonal time series, the normal workflow cannot be used as the
time series lacks recurring patterns. Moreover, the integrated STL also requires a seasonal pattern to decompose the
time series. Consequently, Telescope requires a fallback for non-seasonal time series. That is, if the Preprocessing
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phase returns only the frequency of 1 as dominant frequency, the Feature Extraction, Model Building, and Forecasting
phase are omitted and the fallback is executed instead. The fallback receives as input the transformed time series from
the Preprocessing phase on which a non-seasonal ARIMA model is trained. Then, the forecast is performed and the
future transformed time series is forwarded to the Postprocessing phase, in which the time series is treated as described
in Section

4.7 Recommendation System for Machine Learning Method

According to the “No-Free-Lunch Theorem”, which — simply spoken — states that each method has its advantages and
weaknesses depending on the specific use case, it is inadvisable to rely only on one particular method. Typically, the
choice of the optimal forecasting method is based on expert knowledge, which can be expensive, may have a subjective
bias, and may take a long time to deliver results. Consequently, we automate the selection of the best regression-based
machine learning method for a given time series. More specifically, we employ a recommendation system based on
meta-learning to select the most appropriate method based on time series characteristics. In the meta-learning context,
the methods, which are available for selection, are referred to as base-level methods and characteristics on which the
selection is based are called meta-level attributes.

4.7.1 Problem Formalization

Following the idea of the algorithm selection problem [42] and its formal description [43]], the regression-based machine
learning method selection problem that arises for Telescope can be formally defined as: For a given time series y € Y,
with characteristics f(y) € F, find the selection mapping S(f(y)) into the algorithm space A, such that the selected
algorithm a € A minimizes the forecast error measure m(a(y)) € M. In this formulation, the problem space Y
represents a set of time series; the feature space F' contains measurable time series characteristics of each instance of Y,
calculated by a deterministic extraction procedure; the algorithm space A is the set of all considered regression-based
machine learning methods; the performance space M represents the mapping of each algorithm to the forecast error
measure.

4.7.2 Meta-Level Attributes

To have an accurate recommendation system for choosing the most appropriate regression-based machine learning
method for a given time series, a sound set of characteristics, which describe the time series, is required. To this end,
the considered time series characteristics originate from different sources: statistical measures of a time series (S1-S6)
as well as characteristics proposed in a former paper [44] (B1-B8), proposed by Lemke and Gabrys [45] (L1-L4),
and proposed by Wang et al. [[19] (W1-W6). In contrast to the work of Wang et al.[19], we use the raw values of the
characteristics to avoid arbitrary normalization factors. The time series characteristics applied to the meta-learning
approach are listed in Table|l} Note that these characteristics are only a subset of the original set, selected by, for
example, correlation analysis.

4.7.3 Base-Level Methods

We only consider machine learning methods to learn how the de-trended time series can be described with intrinsic time
series features. Telescope implements seven regression-based machine learning methodsE] as the base-level methods: (i)
CART [47] is a regression tree that recursively partitions the data set. To prevent the tree from becoming too large, the
tree is automatically pruned. (ii) Cubist is a rule-based regression method that builds upon the M5 model tree [48]]. The
rules are arranged hierarchically, resulting in a tree where each leaf node represents a multivariate linear regression
model. (iii) Evtree [49] implements an evolutionary algorithm for constructing a regression tree that splits the data so
that each partition decision is globally optimal. (iv) NNetar [50] is a feed-forward neural network consisting of one
hidden layer and is trained with lagged values of the time series. The number of nodes in the hidden layer and the lags
are automatically determined. (v) Random forest [31] is an ensemble method comprising multiple regression trees.
Each tree is built independently of the others, and for each split, only a random subset of the features is considered. (vi)
SVR [52] uses the same principles as SVM. More precisely, a set of hyperplanes is constructed for separating the data.
If the data is not linear in its input space, the values are mapped into a higher dimensional feature space. (vii) XGBoost
is an ensemble method consisting of multiple regression trees and uses gradient tree boosting, i.e., each tree grows with
knowledge from the last trained tree.

®The selection contains the seven best-performing methods during preliminary experiments.
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4.7.4 Rule Generation Approach

To recommend the most appropriate regression-based machine learning method for a given time series, we propose a
regression-based rule generation approach, as illustrated in Figure|8| The idea is to apply a random forest[] for learning
how meta-level attributes (i.e., time series characteristics) can be mapped to the performance of the base-level methods
(i.e., regression-based machine learning methods).

Forecast results of  Matrix of meta- Random forest \
base-level methods level attributes models :
1 n :

1 n :
E 1 . |
; Regression [ ;
% . T ;

Offline Training

v n \
1 n 1
Prediction > I%ate%in:e(>
' [ :
best accuracy
a v : a
Random forest Matrix of meta- Estimated Best
' models level attributes accuracies methods ;

Online Prediction

Figure 8: Schematic process of the rule generation.

In detail, for each base-level method, a random forest is trained. Each model estimates the forecast accuracy for a
given time series. Then, the method that has the best accuracy based on the estimations is selected. More precisely, the
approach calculates for each base-level method and each time series how worse it is compared to the method with the
best forecast accuracy. Then, the method that has the best accuracy based on the estimations is selected. More precisely,
the approach calculates for each base-level method and each time series how worse it is compared to the method with
the best forecast accuracy. We reflect this deterioration with the forecast accuracy degradation that can be calculated as
S ©
min(er, ..., €n)
where ¢; is the forecast accuracy of the i-th method and n is the number of considered methods. The values of 1J;
lie in the interval [1, c0), where 1 indicates that this method has the best forecast accuracy. After the calculation of
the degradation, a random forest is used as regressor for each base-level method, where the meta-level attributes are
the features and the forecast accuracy degradation vector of the respective method is the target. In other words, the
regression task leads to n random forest models, each reflecting the estimate of the forecast accuracy degradation
compared to the best method for a given time series. After the training, the meta-level attributes of new time series
can be fed to each of the random forest models. Based on these attributes, each model estimates the forecast accuracy
degradation vector. Then, the base-level methods with the lowest estimated forecast accuracy degradation are returned
for each time series.

"The choice of random forest for the recommendation is based on the extensive experiments in which these combinations yielded
the best results.

11



Telescope: An Automated Hybrid Forecasting Approach on a Level-Playing Field

4.7.5 Offline Training

In the Offline Training phase, which is depicted in Figure[I0} the rules for recommending a specific method based on
time series characteristics are learned or updated either when Telescope is started or when no forecast is currently being
conducted. To this end, this phase gets a Set of Time Series as input. To retrieve precise rules for the recommendation of
the most appropriate regression-based machine learning method for a given time series, a set of time series which may
be similar to this time series is required. Therefore, Telescope generates n new time series based on the initial set of
time series in this phase. The main idea is to decompose all time series in the set into components (trend, season, and
irregular part) and then, build randomly new time series based on these components. An example output of this time
series generation is illustrated in Figure[9]
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Figure 9: Example of six generated time series.

As the machine learning method has to learn how the de-trended time series can be described by the intrinsic features,
each time series in the Extended Set of Time Series, which comprises the initial time series and the newly generate
time series, has to be de-trended. For this purpose, each time series is transformed with the Box-Cox transformation,
de-trended, and the intrinsic features are extracted.

In the Base-Level Methods Evaluation step, each base-level method is trained and evaluated on every de-trended
time series and its associated intrinsic features (Fourier terms and seasonal pattern). To this end, the time series is
split into history (the first 80% of the time series) and in future/test (the remaining 20%). In parallel, the time series
characteristics (i.e., meta-level attributes) of each de-trended time series are extracted. The Forecasting results from the
Base-Level Methods Evaluation, in this case the forecast error based on SMAPE (see Section[5.1.3)), and the Time Series
Characteristics are used to form the Meta-Level Data Set. This data set is used in the Rule Generation step to retrieve
the rules for the recommendation of the best suited method.

4.8 Assumptions and Limitations

In the development of Telescope, we limit ourselves to univariate time series. In fact, correlated/external data can be
used for each time series to improve forecast accuracy. However, the selection and preprocessing of such additional
information require domain knowledge. In other words, this knowledge about domain-specific feature engineering
cannot yet be fully automated. Consequently, our method would have to be tailored to a specific domain and, therefore,
contradict the goal of a generic forecasting approach. Besides this limitation, Telescope has the following assumptions
that are either based on the integrated tools or design decisions: (i) The time series must not contain missing values, and
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Figure 10: Offline training phase of Telescope.

each value must be numeric. Indeed, missing values can be interpolated. However, if the gaps are large or frequent, the
values must be treated with caution, as they can affect the model’s accuracy. (ii) For the recommendation of the most
appropriate regression-based machine learning method, Telescope assumes that the time series to be forecast and the
time series that are used for the training (i.e., the initial time series set plus the generated time series) originate from
the same population and therefore, have a similar distribution of time series characteristics. In other words, Telescope
assumes the rules that are retrieved based on the training set can also be applied to new time series. (iii) Usually, many
systems are driven by human interactions. In other words, the time series produced or observed by these systems are
subject to human habits (e.g., day/night phases) and, therefore, seasonal. Consequently, Telescope assumes that the
found frequencies within time series are multiples of natural frequencies. (iv) We expect that the seasonal pattern does
not evolve over time.

5 Forecasting Method Competition

To compare Telescope with recent hybrid forecasting methods, we compare Telescope to seven competing methods
using a forecasting benchmark. We start with the description of the experiments. Then, we asses the performance of
Telescope and the competing methods in Section[5.2] A more detailed investigation of the forecasting methods takes
place in Section[5.3] Lastly, we summarize the results and discuss threats to validity in Section[5.4]

5.1 Experimental Description

In this evaluation, we investigate both the pure Telescope approach and Telescope using the recommendation system.
For the training of the recommendation system, we assembled a broad data set of 150 real-world time series with
varying length and frequencies. Note that the applied benchmark and this training data set consist of different time
series. Moreover, Telescope augment the training data set consisting of 150 time series to 10,000. In the following, we
refer to Telescope using the recommendation system as Telescope™.

5.1.1 Applied Forecasting Benchmark

For benchmarking the forecasting methods, we apply Libra [53]]. Libra is a benchmark for time series forecasting
methods comprising four different use cases, each covering 100 heterogeneous time series taken from different domains.
In the following evaluation, we benchmark all methods with Libra across all use cases (i.e., 400 time series). Moreover,
the evaluation type of Libra was set to multi-step-ahead forecasts. That is, each time series was divided into history (first
80% of the time series) and test (remaining 20% of the time series). Based on the history, each method learned a model
that was used for forecasting future values of the time series (i.e., the test part) at once with a single execution. This
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forecasting procedure (i.e., receiving the time series, estimating the parameters, building the model, and forecasting the
time series) was repeated ten times for each time series. Consequently, the reported measures were determined on the
average values of each time series.

5.1.2 Competing Methods

For having a broad and representative forecasting method competition, we compare different methods from different
fields. The competitors can be grouped into three categories: (i) “classical” time series forecasting methods, (ii)
regression-based machine learning methods, and (iii) hybrid forecasting methods (i.e., taking advantage of at least two
methods). For the first and second groups, we consider their best performing representative on the benchmark (i.e.,
SARIMA and XGBoost) [53]]. As representatives for the hybrid methods, we investigate recent existing approaches.
The considered seven forecasting methods are listed and briefly described below: (i) BETS decomposes the time series
into the components trend, season, and irregular. Different versions of the irregular part are then simulated, resulting in
different versions of the original time series. Then, these versions are forecast separately by ETS [54], and the final
forecast is the median of all forecasts. (ii) ES-RNN is a hybrid forecasting method based on time series decomposition
developed by Uber. The basic idea is to de-seasonalize the time series using exponential smoothing and to use a
neural network for extrapolation of the time series. (iii)) FFORMS is based on forecasting method recommendation.
More precisely, a random forest is applied as a classifier to map the most appropriate forecasting method (ETS,
NNetar, SARIMA, sNaive [50], TBATS [55]], and Theta [56]) to a specific time series described by a set of time series
characteristics. (iv) Hybri aﬁ performs an ensemble forecast. The considered methods comprise ETS, NNetar, Theta,
SARIMA, and TBATS. For the ensemble forecast, each method performs a forecast, and the final forecast is the average
of these forecasts. (v) Prophet is a hybrid forecasting method based on decomposition developed by Facebook. The
time series is decomposed into the components trend, season, holiday, and error. Each component is forecast by a
different approach. Then, the forecast parts are assembled to form the final forecast. (iv) sARIMAﬂ extends the ARIMA
model [57]] by adding a seasonal counterpart to each component (autoregressive model for the past values, moving
average for the past forecast errors, and time series differencing for stationarity). (vii) XGBoost is an ensemble of
decision trees based on gradient tree boosting, that is, the trees are growing sequentially with knowledge from their
preceding tree. To reduce overfitting, XGBoost applies regularization objects, shrinkage, and feature subsampling.

As input for the forecasting task, SARIMA, BETS, NNetar, and Hybrid received the time series and the respective
frequency. Prophet also needs the timestamps of the time series. XGBoost received the time series and a synthetic
seasonal pattern (a vector with the indices modulus the frequency) as input. FFORMS was trained on the M4- and
M3-Competition [58] and received as input also the time series and the respective frequency. In contrast to the other
methods, ES-RNN requires, besides the time series and frequency, a set of time series. According to the workflow
of Libra, ES-RNN got the same time series several times. Note that we used all methods "out-of-the-box" since
the results of the M3-Competition have shown that the methods were kept simple and that complex models do not
necessarily perform better [58]. That is, there was no parameter tuning, and the methods were used with their default
settings. Recall the “No-Free-Lunch Theorem”, stating that improving a method for one aspect leads to deterioration
in performance for another aspect. Moreover, also the techniques deployed in Telescope were used with their default
settings.

5.1.3 Considered Measures

To compare and quantify the performance of the different forecasting methods, we report the symmetrical mean absolute
percentage error (SMAPE) and a normalized time—to-resulm The sSMAPE is defined as following where n is the
forecast length, y; the actual value, and f; the forecast value:

200% <~ Yt — [
SMAPE := > . 7
n t:1|yt + ft| (

In the following, the measures €, ¢, and o, reflect the average error, median error, and the standard deviation of the
SMAPE, while the measures ¢y, ¢, and oy, reflect the average time, median time, and the standard deviation of the
time-to-result normalized by the time required by a naive forecas

SHybrid forecasting method: https://cran.r-project.org/web/packages/forecastHybrid/vignettes/
forecastHybrid.html

’In the experiments, we use auto.arima [[1]] to find the most suitable model for the time series automatically.

1The time-to-result for a time series reflects the duration in which the forecasting method receives the time series, estimates the
parameters, creates the model, and performs the forecast.

""The naive forecast needed on average 0.01 seconds per forecast.
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5.2 Benchmarking the Telescope Approach

In this section, we compare Telescope against the competing forecasting methods. As an example, Figure [TT|shows the
different forecasting methods on the AirPassengers [59]] time series. This time series, which is often used as a baseline,
shows that all forecasting methods are correctly configured and perform reasonable forecasts. Therefore, we investigate
the results (i.e., forecast error and time-to-result) of these methods over all time series in the following.
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Figure 11: Forecasts for all methods in competition on the airline passengers time series.

Table 2] shows the performance for all competing methods in competition averaged over all time series of all use cases.
Each row represents a measure, each column a method, and the best values (the lower, the better) are highlighted in
bold. The most accurate forecasting method is Telescope™® (19.46%) followed by Telescope (19.95%) and sARIMA
(20.63%). By far, the fastest method is XGBoost (6.73). Telescope (1.43-10?) has the second-lowest time-to-result
while Telescope™ is, on average, ten times slower. Although sARIMA has the third-lowest forecast accuracy, it is, on
average, almost 6000 times shower than Telescope and almost 300 times slower than Telescope*. More precisely, the
maximum actual forecast time of SARIMA for a time series was 465,574 seconds, which corresponds to almost 5.5
days.

We also investigate the variation of the forecast error and the time-to-result as a crucial property. The lowest standard
deviation regarding € is shown by Telescope* (27.96%) followed by Telescope (31.35%) and BETS (34.25%). In terms
of the time-to-result, XGBoost has the lowest variation (15.59) followed by Telescope (98.67).

Although the mean and standard deviation are useful statistical measures, we also examine the distributions of the
forecast error and the time-to-result. Figure[12]illustrates the forecast error distribution of all methods. Each distribution
is depicted as a box plot, where the horizontal axis shows the different methods and the vertical axis the forecast error
in log-scale. The methods FFORMS, sARIMA, Telescope, and Telescope™* are showing almost the same distribution
(i.e., quite short and similar interquartile ranges) with only a few outliers. Although Hybrid shows a similar distribution
between the 25th and 75th quantiles, there are many outliers above the upper whisker. Another group with similar
distribution comprises the methods BETS, Prophet, and XGBoost. The method with no outliers above the upper whisker
but with the longest interquartile range is ES-RNN. However, the fairly similar error distributions are consistent with
the “No-Free-Lunch Theorem”, which states that there is no forecasting method that works best for all scenarios.
Figure [I3]depicts the time-to-result distribution of all methods. Again, each distribution is illustrated as a box plot,
and the vertical axis shows the time-to-result in log-scale. In contrast to the error distribution, the time-to-result
distributions are completely different. XGBoost or Telescope exhibit a low variation in the time-to-result. In contrast,
FFORMS and sARIMA have a wide range of the time-to-result. Consequently, both methods may be impractical for
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Figure 12: Forecast error distribution.

time-critical scenarios. Telescope™® has, in comparison to Telescope, also a huge variation regarding the time-to-result.
Thus, Telescope is used in time-critical scenarios and Telescope* in non-time-critical scenarios.
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Figure 13: Time-to-result distribution.
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5.3 Detailed Examination

Although our contribution Telescope can handle both seasonal and non-seasonal time series, it is intended for long and
seasonal time series. To this end, we analyze the forecasting performance of all methods on seasonal (85% of the data
set) and non-seasonal (15%) time series. Table |§| lists the results for seasonal and non-seasonal time series. Each row
shows a measure and each column a method. The best values (the lower, the better) are highlighted in bold. The lowest
forecast error on average for seasonal time series is exhibited by Telescope* (19.77%) followed by Telescope (20.33%)
and sARIMA (21.10%). However, Telescope is about 6300 and Telescope* is about 260 times faster than sSARIMA. In
the case of non-seasonal time series, FFORMS (16.47%) has the lowest forecast error followed by Telescope™ (17.65%)
and Telescope (17.65%). Note that both Telescope and Telescope™ are using the same fallback for non-seasonal time
series. Since the fallback, which comprises ARIMA, has a lower error than the SARIMA (17.85%), we are able see
the impact of the Preprocessing and Postprocessing phase of Telescope. In both cases, XGBoost exhibits the lowest
time-to-result followed by Telescope.

To investigate the trade-off between forecast error and time-to-result, we compare the methods in a 2-dimensional space
spanned by the forecast error and time-to-result. We compute the median time-to-result # 5 and median forecast error é
over all methods. Based on these both values, we can sort the forecasts of each method for each time series (¢, €) in
one of the four quadrants: (i) [tx; oo % [€; 00], (ii) [0; 5[ X [€; 00|, (iii) [0;£x[ x [0; €], or (iv) [tn; 0o x [0; €. The
best trade-off is achieved in the 3" quadrant as both the forecast error and time-to-result are lower than the median
values. A semi-good performance is reflected by the 2" and 4*" quadrant as either the time-to-result or the forecast
error is lower than the associated median value. The worst performance is achieved by forecasts in the 15" quadrant.
Here, both the forecast error and time-to-result are worse than the median values. Figure[T4]depicts each forecast as a
point in the 2-dimensional space. The vertical axis represents the forecast error and the horizontal axis the time-to-result.
Both axes are in log-scale. The vertical dashed line represents ¢ and the horizontal axis é. Each forecasting method
is depicted in an individual color and point shape. The methods XGBoost, Telescope, and Telescope™ have compact
clusters in the 2" and 3"¢ quadrant. In contrast, the methods BETS, ES-RNN, and Hybrid have far-reaching clusters in
the 15¢ and 47¢ quadrant. However, almost all methods have time series in each quadrant.
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Figure 14: Forecast error vs. time-to-result for all methods.

Table [d] shows the distribution of the time series for each forecasting method in each quadrant. Each row represents a
quadrant and each column a method. For instance, XGBoost has all forecasts equally distributed in the 2nd and 379
quadrant. That is, all forecasts have a lower time-to-result than . In contrast, ES-RNN and Hybrid have all of their
forecasts in the 1°* and 4”¢ quadrant. Consequently, all forecasts having a longer time-to-result than ¢ . Telescope has
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98% of its forecast in the 2" and 3"¢ quadrant. More precisely, 51% of these forecasts are located in the 3"¢ quadrant.
In other words, Telescope has the highest number of forecasts exhibiting the best trade-off. The second most time series
in the 3"¢ quadrant has XGBoost (50%) followed by Telescope* (42%).

5.4 Summary of the Results and Threats to Validity

Our experiments showed that both Telescope and Telescope™ outperforms the state-of-the-art. More precisely,
Telescope* achieves the best forecast accuracy followed by Telescope. Although our approach is intended for seasonal
time series, it exhibits the second-best forecast accuracy on non-seasonal time series. Moreover, Telescope is, on
average, up to 6000 times faster than the third most accurate method. In all experiments, Telescope™® is more accurate
than Telescope, but has, on average, a higher time-to-result as well as variation in the time-to-result. Also, we show that
the chosen configuration of Telescope has the best trade-off between forecast accuracy and time-to-result. The third
most accurate method, SARIMA, suffers from a high variation in the time-to-result. The winner of the M4-Competition,
ES-RNN, is tailored for cross-learning to the M4-Competition data and therefore has the highest average forecast error.
In summary, Telescope exhibits the best forecast accuracy coupled with a low and reliable time-to-result.

Although we applied a forecasting benchmark, the evaluation results may not be generalized to all time series from all
areas. Besides the data set, we also try to have a sound set of recent hybrid forecasting methods based on different
techniques. To this end, we also consider methods developed by Facebook and Uber. However, we use all methods with
their default settings. Consequently, the observed results may differ if the forecasting methods are tuned to each time
series. Moreover, our classification of the time series into long time series and time series with long periods may also
affect the results. As Telescope achieves on the whole data set the best performance, the ranking inside the classes
may only change. Lastly, we analyze whether the observed forecast accuracy as well as the measured time-to-result are
statistically significant. To this end, we apply a non-parametric statistical test. More formally, we use the Friedman
test [60], which ranks the forecasting methods separately for each time series and compare the average ranks of the
methods. In case of a tie, average ranks are assigned. Thus, we formulate the following hypothesis:

Hy ; : The methods perform equally

for the forecast error (i=1) and for the time-to-result (i=2). We conduct both hypotheses with a significance level of
1%. The resulting p-values p; < 2 - 10716 and p; < 2 - 10716 indicate that both hypotheses can be rejected. Thus, the
differences in the exhibited performance of the forecasting methods are statistically significant.

6 Conclusion

This paper introduces Telescope, a novel machine learning-based forecasting approach that automatically retrieves
relevant information from a given time series and splits it into parts, handling each of them separately (addressing
RQ1). More precisely, Telescope automatically extracts intrinsic time series features and then decomposes the time
series into components, building a forecasting model for each of them (addressing RQ2). Each component is forecast
by applying a different method and then the final forecast is assembled from the forecast components by employing
a regression-based machine learning algorithm. For non-time-critical scenarios, we additionally provide an internal
recommendation system that can be employed to automatically select the most appropriate machine learning algorithm
for assembling the time series from its components (addressing RQ3).

In more than 1000 hours of experiments comparing Telescope against seven competing methods (including approaches
from Uber and Facebook) using a forecasting benchmark, Telescope outperformed all methods, exhibiting the best
forecast accuracy coupled with a low and reliable time-to-result. Compared to the competing methods that exhibited, on
average, a forecast error (more precisely, the symmetric mean absolute error) of 29%, Telescope exhibited an error of
20% while being 2556 times faster. In particular, the methods from Uber and Facebook exhibited an error of 48% and
36%, and were 7334 and 19 times slower than Telescope, respectively. When additionally applying the recommendation
system, Telescope was able to reduce the forecast error even further down to 19%.

We see potential for extending Telescope to support multivariate time series and to detect structural changes in time
series. The forecasting of multivariate time series has advantages and disadvantages. On the one hand, there is additional
information that can be used to refine the prediction model. On the other hand, each extra piece of information has to be
predictable to form the final forecast. If structural changes occur in time series, Telescope is prone to poor forecasts as
it assumes, for example, that the seasonal pattern does not change over time. Besides the change in the seasonal pattern,
further structural changes include level shifts or breakpoints in the trend. To mitigate this problem, structural changes
have to be detected automatically. Based on the found changes, the values before the last change can be discarded if
there is no regularity in the changes to consider only the time series’s current structure for forecasting the time series.
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Table 1: Meta-Level Attributes

ID

Description

S1

S2

S3

S4

S5

S6

Bl

B2

B3

B4

L1

L2

L3

The frequency specifies the length of the most dominant

recurring pattern (e.g., 365 daily observations in a yearly

pattern) within the de-trended time series.

The length counts the total number of observations in-

cluded in the de-trended time series.

The standard deviation measures the amount of variations

within the de-trended time series.

The skewness reflects the symmetry of the value distribu-

tion of the de-trended time series.

The irregular skewness quantifies the skewness of the

irregular part of the time series.

The irregular kurtosis reflects the tailedness of the value

distribution of the irregular part of the de-trended time

series.

The mean period entropy quantifies the regularity and un-

predictability of fluctuations of the de-trended time series.

For this purpose, the approximate entropy of each full

period is calculated and then averaged.

The coefficient of entropy variation describes the standard-

ized entropy distribution over all periods.

The mean cosine similarity states how similar all periods

are to each other. The similarity is expressed with the

average cosine similarity of each full pair of periods.

The sinus approximation quantifies how well the seasonal

pattern of the time series can be approximated by a sinus

wave. To this end, the Durbin-Watson statistic [46] 1s

used to measures the autocorrelation of the resulting fitted

errors.

The 2"¢ frequency states the second most dominant fre-

quency of the de-trended time series.

The 3"¢ frequency refers to the third most dominant fre-

quency of the de-trended time series.

The maximum spectral value specifies the maximum spec-
. 22 )

tral value of the periodogram applied to the de-trended

time series.
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Table 2: Forecast error and time-to-result comparison on all time series.

Measures BETS ES-RNN FFORMS Hybrid Prophet sARIMA Telescope Telescope® XGBoost
€ [%] 25.52 47.87 21.15 27.89 35.56 20.63 19.95 19.46 23.85
oe [%] 34.25 66.99 36.87 89.76  2.30-10? 35.63 31.35 27.96 34.67
tn 6.14.10*  1.61-10° 5.23-10°  1.09-10° 2.04-10°  8.48-10° 1.43-102 3.21-10% 6.73
Otn 1.07-105  4.92.10° 7.93-106 8.08-10° 6.15-10°  9.08-10° 98.67 1.33-10* 15.59
Table 3: Forecast error and time-to-result comparison on seasonal and non-seasonal time series.
Measures BETS ES-RNN FFORMS Hybrid Prophet sARIMA Telescope Telescope® X(
€ [%] 26.79 52.30 21.94 29.40 38.12 21.10 20.33 19.77
Seasonal 0e [%] 33.24 71.18 39.11 92.16  2.49-10? 37.65 32.83 28.96
tn 7.14-10*  1.63-10° 6.11-:10° 1.26-106 2.22-10®>  9.92-10° 1.56-102 3.74-103
Otn 1.16:10¢  4.92.106 8.57-10 8.73-105 6.62-10>  9.81-106 93.05 1.44-10*
€ [%] 18.00 21.74 16.47 18.98 20.53 17.85 17.65 17.65
Non-Seasonal ¢ [%] 20.12 18.73 18.96 19.60 21.47 20.46 21.04 21.04
tn 2.53-10°  1.54-10° 1.74-10>  9.55-10* 9.26-10? 84.73 65.04 65.04
Oty 4.42-10%  4.90-10° 8.20-10> 2.07-10° 1.07-10>°  1.25-10° 95.05 95.05
Table 4: Distribution of time series in each quadrant for each forecasting method.
BETS ES-RNN FFORMS Hybrid Prophet sARIMA Telescope Telescope* XGBoos!
QL: [le oo[x[é; 00| 46% 60% 21% 45% 22% 30% 1% 15% 0%
QI [05tn([x[é;00] 4% 0% 26% 0% 33% 17% 47% 33% 50%
QIIL: [Q, tn[x[0; €] 5% 0% 34% 0% 36% 22% 51% 42% 50%
QIV:  [tn;00[Xx[0;€] 45% 40% 19% 55% 10% 31% 1% 9% 0%

23



	Introduction
	Foundations on Time Series
	Terms and Definitions
	Components of a Time Series
	Fourier Terms
	Stationarity

	Spectral Analysis and Frequency Detection
	Time Series Decomposition
	Time Series Transformation

	Related Work
	Ensemble Forecasting
	Forecasting Method Recommendation
	Time Series Decomposition
	Differentiation from Related Work

	The Telescope Approach
	Preprocessing
	Feature Extraction
	Model Building
	Time-Critical Scenario
	Non-Time-Critical Scenario

	Forecasting
	Postprocessing
	Fallback for Non-Seasonal Time Series
	Recommendation System for Machine Learning Method
	Problem Formalization
	Meta-Level Attributes
	Base-Level Methods
	Rule Generation Approach
	Offline Training

	Assumptions and Limitations

	Forecasting Method Competition
	Experimental Description
	Applied Forecasting Benchmark
	Competing Methods
	Considered Measures

	Benchmarking the Telescope Approach
	Detailed Examination
	Summary of the Results and Threats to Validity

	Conclusion

