Model-Based Self-Aware Performance and Resource Management Using the Descartes Modeling Language

Samuel Kounev¹, Nikolaus Huber¹, Fabian Brosig¹, Simon Spinner¹, and Manuel Bähr²³

Abstract: We present the results of our recent work published in [Hu17] and summarized in [Ko16]. We introduce a holistic model-based approach for self-aware performance and resource management of modern IT systems and infrastructures. Based on a novel online performance prediction process, we implement a model-based control loop for proactive system adaptation. We evaluate our approach in the context of two representative case studies showing that with the proposed methods, significant resource efficiency gains can be achieved while maintaining performance requirements. These results represent the first end-to-end validation of our approach, demonstrating its potential for self-aware performance and resource management of modern IT systems and infrastructures.
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Modern IT systems have increasingly distributed and dynamic architectures providing flexibility to adapt to changes in the environment and thus enabling higher resource efficiency. However, these benefits come at the cost of higher system complexity and dynamics. Thus, engineering systems that manage their end-to-end application performance and resource efficiency in an autonomic manner is a challenge. To tackle this challenge, techniques for online performance prediction are needed [Ko10]. Such techniques should make it possible to continuously predict at run-time: a) changes in the application workloads, b) the effect of such changes on the system performance and resource efficiency, and c) the impact of possible adaptation actions at run-time.

We argue that sophisticated modeling and prediction techniques are needed, specifically designed for performance and resource management in online scenarios. Such techniques should allow to capture both static and dynamic system aspects, including all relevant influences of the system’s resource landscape, its architecture, as well as its adaptation space, adaptation strategies and processes, in a generic, human-understandable and reusable way. Moreover, we need model-based system adaptation mechanisms that apply such modeling and prediction techniques end-to-end, to drive autonomic decision making at run-time.

In our previous work [Hu14, BHK14, KBH14], we proposed the Descartes Modeling Language (DML), an architecture-level modeling language for online performance and resource management specified by meta-models based on OMG’s Meta-object Facility.
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This work was focused on finding suitable abstractions for describing the performance-relevant aspects of applications, the influence of their resource environment, and the processes for adapting the system according to high-level goals specified in service-level agreements (SLAs). In the context of DML, we have developed and released a number of open-source tools, each of them focussed on a given task within our overall approach\(^\text{7}\).

In this talk, we provide an overview of the results of a recent paper, published in [Hu17], which uses DML as a foundation and makes the following contributions on top of it: i) an end-to-end approach for self-aware performance and resource management based on a holistic model-based adaptation control loop exploiting the reflective capabilities of DML, ii) a novel online performance prediction process that dynamically tailors the model solving taking into account the requested performance metrics, as well as goals in terms of accuracy and overhead, and iii) the first real-world evaluation and validation of our approach in the context two industrial case studies demonstrating the benefits of model-based adaptation control loop and the online performance prediction process for performance and resource management of modern IT systems and infrastructures.

A more detailed high-level overview of our approach can be found in [Ko16].
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