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Abstract: A number of performance modeling approaches for predicting the performance of modern software systems and IT infrastructures exist in the literature. Different approaches differ in their modeling expressiveness and accuracy, on the one hand, and their modeling overhead and costs, on the other hand. Considering a representative set of established approaches, we analyze the semantic gaps between them as well as the trade-offs in using them; we further provide guidelines for selecting the right approach suitable for a given scenario.
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During the last decade, researchers have proposed a number of modeling approaches and respective model-to-model transformations enabling performance prediction of software systems, including their computing, storage and network infrastructures [GMS07]. These transformations map performance-annotated software architecture models into stochastic models solved by analytical means or by simulation. However, so far, a detailed quantitative evaluation of the accuracy and efficiency of different modeling approaches and solution techniques is missing, making it hard to select an adequate transformation for a given context [Ba04].

Approaches based on numerical solvers are known to be fast but often limited in expressiveness to adequately model many realistic situations. Approaches based on simulation are known to be more expressive but often have long execution times leading to high prediction overhead [BHK14]. The intuitively perceived trade-offs between prediction accuracy and solution efficiency in state-of-the-art performance analysis tools are currently not well understood due to the lack of in-depth quantitative evaluations and comparisons.

Trade-off decisions between prediction accuracy and time-to-result are important in scenarios where: (a) a large problem space needs to be explored (e.g., scaling of complex cloud applications [Sp15]) or (b) when the prediction results need to be available within a certain time window (e.g., in trigger-based reactive cloud scaling scenarios [HKR13]).
We provide an in-depth comparison and quantitative evaluation of the trade-offs in different model transformations for performance evaluation of software systems and IT infrastructures. The semantic gaps between typical source model abstractions and the different performance analysis techniques are examined in detail. The accuracy and efficiency of each transformation are evaluated by considering several case studies representing systems of different size and complexity.

The presented results and insights gained from the evaluation help software architects and performance engineers to select the appropriate transformation for a given context, thus significantly improving the usability of model transformations for performance prediction.

We provide an overview of the results of a recent paper published in [Br15], as well as some follow-up work at SIMUTools 2015 [RKTG15] focussing on data center networks [RKZ13]. For networks, similarly to software systems, there exist multiple performance modeling and solution approaches, so similar trade-offs exist in the selection of a suitable approach for a given scenario.
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