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Abstract—Energy efficiency of servers has become a significant
issue over the last years. Load distribution plays a crucial role in
the improvement of energy efficiency as (un-)balancing strategies
can be leveraged to distribute load over one or multiple systems
in a way in which resources are utilized at high performance, yet
low overall power consumption. This can be achieved on multiple
levels, from load distribution on single CPU cores to machine level
load balancing on distributed systems. With modern day server
architectures providing load balancing opportunities at several
layers, answering the question of optimal load distribution has
become non-trivial. Work has to be distributed hierarchically in
a fashion that enables maximum energy efficiency at each level.
Current approaches balance load based on generalized assump-
tions about the energy efficiency of servers. These assumptions
are based either on very machine-specific or highly generalized
observations that may or may not hold true over a variety of
systems and configurations.

In this paper, we use a modified version of the SPEC SERT
suite to measure the energy efficiency of a variety of hierarchical
load distribution strategies on single and multi-node systems.
We introduce a new strategy and evaluate energy efficiency
for homogeneous and heterogeneous workloads over different
hardware configurations. Our results show that the selection of
a load distribution strategy depends heavily on workload, system
utilization, as well as hardware. Used in conjunction with existing
strategies, our new load distribution strategy can reduce a single
system’s power consumption by up to 10.7%.

I. INTRODUCTION

The energy efficiency of servers has become a significant
issue as data center energy consumption has risen dramati-
cally over the past decade. In 2010, the U.S. Environmental
Protection Agency (U.S. EPA) estimated 3% of all electricity
consumed in the U.S. to be used in running data centers [12].
According to a New York Times study from 2012, data
centers worldwide consume about 30 billion watts per hour.
This is equivalent to the approximate energy output of 30
nuclear power plants [1]. This leads to an increasing pressure
on hardware vendors to design systems with a high energy
efficiency. Equally, software developers are tasked with the
design and development of energy efficient applications.

Servers are rarely fully idle; but instead, they often serve
requests that arrive at low frequencies leading to a typical load
at a low-resource utilization level [2]. As a result, software
can be designed to distribute its load on target systems in a
manner that reduces power consumption. Typically, work is
consolidated on as few systems as possible, allowing unused
systems to enter power saving states. Designing such workload

consolidation mechanisms and policies is challenging, as load
intensity varies dynamically [26]. Additionally, power con-
sumption, performance, and energy efficiency characteristics
change depending on workload, utilization, and machine hard-
ware and software configuration [25]. Finally, newer server
processors, such as Intel’s Haswell generation processors,
feature advanced core-level power management mechanisms,
which may warrant the application of workload consolidation
on a processor core level.

Current load distribution approaches balance load based
on generalized assumptions about the energy efficiency of
servers. Most existing power consolidation approaches, such
as [16] and [4], consolidate as much work as possible on
each machine until a preconfigured threshold of performance
degradation is met. These approaches assume optimal energy
efficiency at full machine level utilization. Similar assumptions
are made for many existing power management solutions.
These approaches also do not attempt to fully maximize energy
efficiency as they only minimize power consumption within
specified performance constraints. They do not maximize the
tradeoff between performance and power.

Hierarchical power management solutions explore the pos-
sibilities of triggering power saving states and mechanisms
of hardware components. [20] and [24], e.g., take the effects
of CPU dynamic voltage and frequency scaling (DVFS) into
account. They do not, however, make use of lower level load
distribution, such as core-wise load distribution.

In this paper, we use a modified version of the SPEC
Server Efficiency Rating Tool (SERT) to measure the energy
efficiency of a variety of load distribution strategies on single
and multi-node systems. To do so, we modify SERT’s target
load intensity (transaction arrival rate) and target workload on
a client by client basis for each load level, with the clients
being pinned to specific CPU cores. Using this approach we
can emulate any load distribution policy for SERT’s transac-
tional workloads, allowing the evaluation of energy efficiency
for homogeneous and heterogeneous workloads over different
hardware and software configurations.

The goal of this paper is to gain insight in how different
load balancing and unbalancing strategies affect overall power
consumption and energy efficiency. The core contributions of
the paper are:

1) We investigate power consumption and energy efficiency
of load balancing and consolidation policies at multiple



utilization levels on a range of hardware configurations,
including different architectures.

2) We explore the power consumption and energy efficiency of
hierarchical load distribution on four levels: logical CPUs,
physical CPUs, separate CPU sockets, and machine level
load distribution for distributed multi-node systems.

3) We demonstrate that the effectiveness of load distribution
policies depends on multiple factors, including workload
type and load level for both homogeneous and heteroge-
neous workloads.

4) We combine existing strategies to create a new load
distribution strategy using partial consolidation to target
maximum energy efficiency across as many execution units
as possible.

We evaluate the load distribution strategies on a range
of systems with increasing complexity: a one-socket system,
two dual-socket systems of different architectures and two
dual-socket systems running the workload in a multi-node
configuration. For each of these systems, we test a variety of
combinations applying different load distribution strategies on
the different levels of the execution hierarchy (nodes, sockets,
physical CPU cores, logical CPU cores).

We show that the selection of a single most energy-efficient
strategy is only possible on smaller or older systems. For other
systems the most energy efficient load distribution strategy
depends on workload type and load level. For some loads, the
most efficient strategy is not always the commonly assumed
one, e.g., full load consolidation on a multi-node level can
have a smaller energy efficiency than other load distributions.
We also show that our new strategy can save up to 10.7% of
power consumption on a single server node.

The remainder of this paper is structured as follows:
Section II describes the related work to this study. Section III
introduces the SERT rating tool, its architecture, workloads,
and measurement methodology. We then describe our modi-
fications to SERT in Section IV, explaining how client-wise
distribution of transactional workloads is achieved. Measure-
ment results are then presented in Sections V and VI. Finally,
we conclude the paper in Section VII.

II. RELATED WORK

We group related work for this paper into two major non-
exclusive categories: Experimental studies of server power
management and (hierarchical) load distribution algorithms:

Experimental studies of server power management:
Several studies of server power management, including the
effects of workload consolidation have been conducted in the
past: In [15], the authors present a study that explores the
integration of power management policies, including work-
load consolidation in virtualized environments using micro-
benchmarks. In [22], energy efficiency for workload consol-
idation is explored on the server level for several workload
mixes. In [3], the power consumption of three different task
types on a single physical server is analyzed. Examined
impact factors include the number of running VMs, task
configuration parameters, and four different target load levels.
[14] examines multiple balancing and unbalancing strategies
for virtual machines in cloud environments. The authors of

[17] analyze the effect of CPU pinning configurations for
two virtualized processes on performance degradation through
resource contention, they also measure power consumption
during their experiments.

In contrast to this existing work, our study focuses on hi-
erarchical compositions of multiple load distribution strategies
at a high number of load levels. We analyze the interdepen-
dencies of processor architecture, workload type, load level,
and distribution strategy with the goal of achieving optimum
energy efficiency for both homogeneous and heterogeneous
workloads.

Load distribution algorithms: There are numerous differ-
ent approaches to workload consolidation, which differ with
respect to various aspects. Some account for temperature,
some for device wear-and-tear, some account for resource
provisioning and deprovisioning times, and so on. [16] features
one of the first approaches to node-wise load distribution.
It showed the promise of workload consolidation, although
many of the mechanisms were still executed manually. In
[4], a workload distribution mechanism that accounts for
power consumption, temperature, and device wear-and-tear is
introduced. The authors of [19] compare multiple resource
allocation strategies, including strategies that use a UML-
based meta-modeling approach for power prediction. The
approach in [9] allocates work using lookahead control. It
has the goal of minimizing power consumption, while keeping
quality-of-service (QoS) above a set threshold. [5], [20], and
[24] feature hierarchical power management approaches. Load
consolidation is, however, only managed on a per-machine or
core-cluster level. CPU-level task consolidation is evaluated
separately in [6] and [8]. Both works focus on power density
with the purpose of minimizing heat generation within micro-
processors.

The above mentioned load distribution mechanisms feature
advanced decision making engines that decide when to change
or reconfigure the current load distribution. The target load
distribution is based on basic distribution strategies, primarily
load consolidation. We evaluate these basic strategies and
introduce a new one with the goal of offering additional options
to power management decision engines.

ITII. SERT

SERT has been developed by the SPEC OSG Power
Committee as a tool for the analysis and evaluation of the
energy efficiency of server systems. Its design and devel-
opment goals and process have been introduced in [12].
In contrast to energy-efficiency benchmarks, such as Joule-
Sort [21], SPECpower_ssj2008 [10], and the TPC-Energy
benchmarks [18], SERT is not intended to be used as a
benchmark for a single system energy-efficiency score. It does
not aim to simulate real world end user workloads, but instead
provides a set of focused synthetic micro-workloads called
worklets that exercise selected aspects of the Server (or Sys-
tem) Under Test (SUT). Specifically, the worklets have been
developed to exercise the processor, memory, and storage 1/O
subsystems, and may be combined into various configurations
running serially or in parallel to provide “system” tests as
part of a larger workload. We make use of this feature by
combining multiple worklets into heterogeneous workloads to
be distributed across the SUT.



According to [2], servers nowadays spend most of their
time in a CPU utilization range between 10% and 50%. As a
result, SERT and its worklets are designed for the measurement
of system energy efficiency at multiple load levels. This sets
it further apart from conventional performance benchmarks,
such as SPEC CPU [7], which targets maximum load and
performance. To achieve workload execution at different load
levels, SERT calibrates the load by determining the maximum
transaction rate for the given worklet on the SUT. The maxi-
mum transaction rate is measured by running as many of the
worklet’s transactions as possible concurrently on each client.
This calibrated rate is then set as the 100% load level for
all consecutive runs. For each target load level (e.g., 100%,
75%, 50%, 25%), SERT calculates the target transaction rate
and derives the corresponding mean time from the start of
one transaction to the start of the next transaction. During
the measurement interval, these delays are randomized using
an exponential distribution that statistically converges to the
desired transaction rate. As a result, lower target loads consist
of short bursts of activity separated by periods of inactivity.

A detailed description of the SERT memory worklets and
their applicability can be found in [11]. A detailed description
of the storage I/O worklets and their properties can be found
in [13].

A. Tool Architecture

SERT’s measurements are controlled by a controller sys-
tem. This system runs the Chauffeur harness, the reporter, the
optional graphical user interface, and instances of the SPEC
PTDaemon.

Chauffeur is the framework on which SERT is built. It
handles both the coordination with the SUT director triggering
the execution of worklets, as well as the communication with
other controller-internal components, such as the PTDaemon
and the reporter. The Chauffeur director communicates with
the SERT host running on the SUT. The host in turn spawns
separate clients for each logical CPU (logical processor, also
called hyperthreading or SMT unit). These clients are bound
to their logical and physical CPU using an affinity provider.
The transactional workload is executed sequentially on the
clients. Parallelism is achieved by running multiple clients
concurrently.

The SPEC PTDaemon is a tool that allows network-based
communication with a host connected to power and temper-
ature measurement devices. PTDaemon supports a range of
SPEC-accepted devices, all featuring a maximum measurement
uncertainty of 1% or better. Additional components in SERT
include a graphical user interface (GUI) for easy test-run exe-
cution and a reporter, which generates the final report including
the measurement results and energy-efficiency scores.

SERT requires at least one power analyzer and one tem-
perature sensor. The power analyzer measures the power
consumption of the entire SUT, while the temperature sensor
verifies the validity of measurements by assuring that all exper-
iments are conducted under similar environmental conditions.

B. Worklets

As this paper focuses on distribution strategies for server
loads, we employ those worklets within SERT that offer

opportunities to be distributed in multiple ways. As a result,
we use worklets with at least some CPU-bound work, as this
enables core-wise placement of the worklet’s load. SERT offers
seven CPU-worklets, which are designed to use the CPU as
their bottleneck resource. However, some of the CPU worklets
also use other resources besides the CPU. In addition to the
CPU worklets, we employ the SSJ worklet, which is a hybrid
worklet, using a resource mix of CPU, memory, and I/O
resources. The performance metric employed for each of these
worklets is throughput measured in transactions per second.
Using SERT default settings, each CPU worklet is executed at
a target load 25%, 50%, 75%, and 100%. SSJ is run at nine
different target load levels (11%, 22% and so on). For a more
detailed analysis, we have reconfigured our SERT runs to use
10% increments in load levels.

The following worklets are the core worklets employed in
our measurements:

1) CryptoAES: Implements a transaction that encrypts and
decrypts data using the AES or DES block cipher al-
gorithms using the Java Cryptographic Extension (JCE)
framework. It is a mostly CPU-bound workload. In [25]
we discovered that it also depends on memory and can
be bottlenecked by insufficient memory channels.

2) LU: Implements a transaction that computes the LU
factorization of a dense matrix using partial pivoting. It
exercises linear algebra kernels (BLAS) and dense matrix
operations. LU is almost exclusively CPU bound and
scales mostly with CPU frequency.

3) SOR (Jacobi Successive Over-Relaxation): Implements a
transaction that exercises typical access patterns in finite
difference applications, for example, solving Laplace’s
equation in 2D with Drichlet boundary conditions. The
algorithm exercises basic grid averaging” memory pat-
terns. Like LU, this worklet is also mostly CPU bound.
As such, we use it as our second worklet for CPU-heavy
heterogeneous workloads.

4) XMLValidate: Implements a transaction that exercises
Java’s XML validation package javax.xml.validation. Us-
ing both SAX and DOM APIs, an XML file (.xml)
is validated against an XML schemata file (.xsd). To
randomize input data, an algorithm is applied that swaps
the position of commented regions within the XML input
data. XMLValidate uses both CPU and memory resources.

5) SSJ: The SSJ worklet is a hybrid worklet also used in
the SPECpower_ssj benchmark. It executes a workload
that represents a typical transaction based business appli-
cation. As such, it makes use of multiple resource types,
including processors and memory.

C. Measurement Methodology and SUT

We measure all results according to the SPEC Power and
Performance Benchmark Methodology [23]. The devices are
setup and configured as required by SERT (see Section III-A).
The controller with the Chauffeur harness runs on an external
machine, while the worklets are executed on the JVM within
the SUT. An external power analyzer measures SUT AC wall
power and a temperature sensor monitors the environmental
temperature to ensure that it ranges between 22 and 23 °C for
the duration of all test runs. This reduces power measurement



inaccuracies caused by varying leakage power, which can be
a result of varying environmental temperatures.

SERT measures performance (throughput in s~') and
power consumption (watt) during measurement intervals. Each
interval contains a pre-measurement and a post-measurement
period of 15 seconds each. In these periods the worklets
are already being executed at the target load level, yet no
measurements are recorded. Both periods serve the purpose
of achieving a stable state for the power and performance
measurements. The actually measured scenario is executed for
a duration of 120 seconds. In this time all transactions are
logged and power measurements are reported by PTDaemon
at one second intervals. Total power consumption in the final
SERT report is the average over the 120 reported values.
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Fig. 1. SERT measurement intervals

To prevent intervals at different load levels or using dif-
ferent workloads from influencing one another, the system is
put to sleep for 10 seconds in between each interval. Intervals
are organized in sequences, the most important of which is
the graduated measurement sequence. It executes the intervals
at gradually diminishing target transaction rates. To determine
these transaction rates, SERT uses the results of the calibration,
which was run and measured using the same measurement
interval structure. The measurement intervals and sequences
for a worklet are illustrated in Fig. 1.

We evaluate the different load distribution strategies on four
systems: A Fujitsu PRIMERGY TX1310 M1 machine is used
as our SUT for the evaluation of physical core and SMT unit
distribution strategies on a one socket system. The machine
is equipped with an Intel Xeon E3-1230 v3 CPU (Haswell)
featuring a base frequency of 3.3 GHz (up to 3.9 GHz with
Turbo) and four DIMMs of DDR3 RAM. Power consumption
of this machine is measured using a ZES Zimmer LMG95
power analyzer. Multi-socket load distribution strategies are
tested on a Dell PowerEdge R720 and Dell PowerEdge R730
system. Both systems are equipped with 2 CPU sockets and
eight DIMMs of RAM each. The Ivy Bridge based PowerEdge
R720 system features two Intel Xeon E5-2667 v2 processors
with a base frequency of 3.3 GHz (up to 4.0 GHz with
Turbo), whereas the Haswell based PowerEdge R730 system
is equipped with two Intel Xeon E4-2667 v3 CPUs with a
base frequency of 3.2 GHz (up to 3.6 GHz with Turbo). The
AC wall power for both of the dual-socket systems is measured
using a Yokogawa WT210 power analyzer. Finally, we evaluate
multi-node load distribution strategies by simulating multi-
node results using the Dell systems and through separate
measurements on a cluster featuring two HP ProLiant BL260a

Gen9 Blades with two 18-core Intel Xeon E5-2699 v3 CPUs
each. The blades differ from the other systems as they make
use of shared PSUs, provisioned to support up to 16 servers.
CPU frequency scaling (including Turbo) and all other BIOS
power saving mechanisms have been turned on. For our
experiments, all machines use a common operating system
(0S) in Windows Server 2012 R2.

IV. LoAD DISTRIBUTION OF SERT WORKLETS

We create target load distributions by modifying SERT to
override the target load percentage on a client-by-client basis.
Clients then look up their local target load level for the current
global load level and their specific client ID at the beginning of
each interval. As clients are bound to a specific SMT unit and
physical CPU, specifying the correct client allows the stressing
of each specific core. The operating system ensures that the
client to CPU mapping remains identical over the separate
experiments. Separate configurations can be deployed on each
host (in our case, server), allowing different load distribution
behaviors for each host.

We define the following policies for load distribution.
Each policy can be applied individually on every level of the
load distribution hierarchy (e.g., servers, sockets). We create
a strategy compositon by selecting one of these policies for
each hierarchy level:

Balanced: Transaction counts are set to be equal for all
clients, resulting in a balanced load across all systems.
Consolidated: Transactions are consolidated on as few clients
as possible. As a result, all clients, with the exception of

one, are either idle or at full utilization.

Energy Efficient Consolidation: This new strategy, intro-
duced in this paper, keeps as many clients as possible at
the point of maximum energy efficiency. Specifically, we
consolidate load on clients, with the upper load boundary
for each client being the predetermined (calibrated) point of
maximum energy efficiency for the given workload. Only
once all clients have reached this point, do we start to
increase client load with rising global load. At this point,
the extra load is still consolidated on as few clients as possi-
ble. This strategy is identical to the consolidation strategy
if maximum energy efficiency for the given workload is
achieved at full utilization.

Any of these strategies can be applied at any level of
the load distribution hierarchy. The following hierarchical
execution units are targeted: Full servers, CPU sockets, CPU
cores, and logical CPU cores (also called Hyperthreading or
SMT units).

To enable the execution of heterogeneous workloads, we
also allow overriding of the client’s executed worklet. At the
beginning of each scenario, the client will check if it has
been assigned a worklet other than the global one. In this
case, it will replace the global worklet with its own local
worklet. When doing so, calibration results become invalid, as
calibration is always conducted with homogeneous workloads
to eliminate the influence of inter-worklet interference. To cope
with this, we provide each client with a pre-set calibration
result. This calibration result has been predetermined with
separate calibration runs with an unmodified SERT for each
of the worklets in the final workload. Each client’s 100%



target load level is then set to the calibration result of the
corresponding client and workload during the unmodified run.
The host configuration also includes the possibility of turning
SERT’s affinity provider off. In this case, clients are no longer
bound to specific cores and may be redeployed by the operating
system at runtime.

V. ENERGY EFFICIENCY FOR HOMOGENEOUS
WORKLOADS

We evaluate the power consumption and energy efficiency
of hierarchical load distribution for homogeneous workloads
on multiple systems. First we evaluate different combinations
of load distribution on the core and logical processor level
using a single-socket system. The balancing and consolidation
strategies are evaluated for all worklets, and the efficiency
strategy is applied for the LU worklet. We then test the impact
of socket-level load distribution on Ivy Bridge and Haswell
systems, introducing additional load distribution combinations
with the added level in the distribution hierarchy. We also
evaluate load distribution with operating system level load
migration, before finally investigating the effects of node level
load management.

A. Load Distribution for all Worklets on Single-Socket System

Load distribution is achieved by varying the target through-
put per logical processor with the goal of achieving the pre-
specified global load level. This target load level is achieved
with consistency for all distribution strategies. The coefficient
of variation (CV) for any given worklet throughput at a target
load level never exceeds 3.3%, with an average CV of 0.7%.
As a result, energy efficiency of the distributions is primarily
influenced by power consumption.

70

60

50

Power

40

30

20

0 10 20 30 40 50 60 70 80 90 100
Load Level (%)

# Cores-BALANCED_SMT-BALANCED_Sor
-®- Cores-CONSOLIDATED_SMT-BALANCED_Sor
Cores-CONSOLIDATED_SMT-CONSOLIDATED_Sor

Fig. 2. Power consumption of distributions for SOR on single-socket system.

The load distribution strategies’ power consumption is
shown in Figure 2. It can differ significantly depending on
load level. Specifically, the balanced distribution outperforms
the consolidation strategies between 30% and 70% load. This
observation can be explained by the CPUs frequency scaling.
State of the art processors feature dynamic frequency scaling
mechanisms designed to increase performance on a subset of
available cores in case of uneven load distribution. This feature
is usually referred to as “Turbo” and causes single CPU cores
to dynamically overclock as long as a number of thermal and
power constraints are met. Core-wise load consolidation causes

single cores to quickly reach a load level that triggers the core’s
turbo. In the case of our quad-core system, a global load level
of 20% already causes a local load level of 80% on core 0. At
this point, power consumption diverges and energy efficiency
drops in comparison to a balanced load distribution (as can be
seen in Figure 3).
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However, power consumption and energy efficiency is not
affected significantly by load consolidation on the level of
SMT units. While SMT threads are provided and executed in
hardware, they are not pinned to an exclusive set of execution
units in the same sense as a physical CPU core. Instead,
logical processors on the same core share their execution
units. Subsequently, redistributing load between those logical
processors on the same core has little impact for homogeneous
loads, as the same execution units remain in use.

Energy Efficiency of distributions for SOR on single-socket system.
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Fig. 4. Power consumption of fully consolidated load on single-socket system.

We were able to repeat the observations made for the SOR
worklet for all other worklets. All worklets exhibited maximum
power consumption when using consolidation strategies and
maximum energy efficiency when using a balancing strategy.
Power consumption for all worklets using the fully consoli-
dated strategy is displayed in Figure 4. The worklet’s order in
power consumption remains identical over utilization levels
and distribution strategies, with one exception. As the SSJ
worklet is not a purely CPU bound workload, but a hybrid
workload emulating typical business transaction software, it
contains a number of non-CPU bottlenecks. As a result, it
scales differently with increasing load compared to the CPU
bound worklets. It is also affected differently by the selected
load distribution strategy. Specifically, it always consumes
more power than SOR using the fully balanced strategy, yet
consumes less power between the 10% and 50% load levels
using the fully consolidated strategy.



B. Efficiency Strategy on Single-Socket System

We evaluate the efficiency strategy using the LU worklet,
as LU reaches the point of optimal energy consumption on
a load level less than 100% on the majority of systems.
On the single-socket system the load level for maximum
energy efficiency with LU is 60% with 264.0 transactions/watt.
However, energy efficiency at full load is only slightly worse
at 260.5 transactions/Watt.

In contrast to the multi-socket system in section V-D, the
new strategy is not as efficient as the balanced strategy on
the single-socket system. It is, however, more efficient than
full load consolidation, confirming the energy inefficiency of
forced turbo overclocking through load consolidation. Once
the point of maximum energy efficiency is passed, the strategy
allows consolidation of load up to 100%, thus displaying the
power consumption of the consolidation strategies.
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Fig. 5. Power consumption of efficiency strategies on single socket system.

C. Load Distribution for all Worklets on Dual-Socket System

The dual-socket systems offer an additional layer on the
load distribution hierarchy, as load can be distributed on a
socket-by-socket basis. Performance variation depending on
the selected strategy remains minimal with an average CV of
0.4% on the Haswell and 0.5% on the Ivy Bridge System.
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Fig. 6. Energy efficiency of consolidated strategy with and without SMT
unit consolidation on both dual-socket systems for SOR.

Measurements on the dual-socket systems, also confirm
that load distribution on SMT units within the same core has
no effect on power consumption and energy efficiency. This
observation remains true for both Haswell and Ivy Bridge

architectures across all worklets and strategies. A selected
comparison is shown in Figure 6. As a result, we will only
display the results for strategy compositions using a balancing
strategy on the SMT level for all following measurements.

The dual-socket Ivy Bridge measurement results in Fig-
ure 7 are representative for the results with all workloads.
Keeping the workloads fully balanced on all levels is still
the most efficient strategy, as it was for the single-socket
system. However, balancing is not always the most efficient
sub-strategy in all cases. When core-level load consolidation
is employed, load consolidation on a socket level improves
energy efficiency at lower load levels, meaning that full
consolidation on both the socket and CPU levels beats a CPU
level consolidation on balanced sockets. This can be explained
by the observation that the amount of cores onto which work
is consolidated for both of these strategies remains the same.
The difference is only in the location of the given cores.
When consolidating sockets, only cores on one socket are
activated, allowing cores on the other socket to remain in more
energy efficient modes and, more importantly, keeping them
from going into turbo. Balancing cores on consolidated sockets
improves energy efficiency further, as cores are kept in their
most energy efficient load range.
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Fig. 7. Energy efficiency of load distribution strategies on Ivy Bridge dual-
socket systems for SOR.

The dual-socket Haswell measurement results in Figure 8
are the first results to significantly deviate from one of our
principal previous observations, as the balanced strategy is not
the reliably best strategy at all load levels. Socket level load
balancing improves energy efficiency for all workloads making
it more efficient than pure load balancing at high load. This
effect is visible to a different extent depending on the specific
workload. It can differ both in the range of load levels for
which consolidation is superior to balancing, as well in the
amount of energy saved. A comparison of these factors is
shown in Table 1.

Worklet Load level Avg. power | Max. power
range difference difference
CryptoAES 80% — 90% 123 W 163 W
LU 80% — 90% 300 W 344 W
SOR 80% — 90% 11.5W 16.6 W
SSJ 90% 1.6 W 1.6 W
XMLValidate 90% 103 W 103 W

TABLE 1. LOAD LEVEL RANGE WHERE SOCKET CONSOLIDATION HAS
A LOWER POWER CONSUMPTION THAN FULLY BALANCED LOAD
(INCLUSIVE). THE SHOWN DIFFERENCES ARE POWER CONSUMPTION
DIFFERENCES WITHIN THIS RANGE.
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Fig. 8. Energy efficiency of load distribution strategies on Haswell dual-
socket systems for SOR.

Core-level load consolidation is always less efficient than
the same strategy composition without core level consolidation.
However, some workloads (SOR, LU, and CryptoAES) gain
such a significant increase in energy efficiency from using
socket level consolidation that consolidation on all levels still
outperforms the fully balanced strategy at high load. Similarly,
these worklets also profit from core-wise load balancing at
high load: It is, however, not as efficient as socket level
consolidation only.

D. Efficiency Strategy on Dual-Socket System

Effectiveness of the efficiency strategies varies depending
on processor architecture. On Ivy Bridge, maximum energy
efficiency for LU is reached at the 80% load level (see
Figure 9). Socket-level load distribution using the efficiency
strategy features better energy efficiency than full socket-level
consolidation, yet still doesn’t reach the energy efficiency of
a fully balanced system.
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Fig. 9. Energy efficiency of load distribution strategies on Ivy Bridge dual-
socket system for LU.

The Haswell dual-socket system reacts in a completely
different way to the efficiency strategies, as shown in Fig-
ure 10. Particularly, the socket level efficiency strategy features
better energy efficiency than the fully balanced distribution
and the socket level consolidation strategy at a number of
load levels. LU’s load level of maximum energy efficiency
is 50%. Per definition, the efficiency strategy and the fully
balanced strategy result in an identical load distribution at

this load level. At lower load than 50% the fully balanced
approach still remains the most energy efficient. At those
load levels, the efficiency strategy attempts to keep as many
sockets as possible at 50% load, which leads to partial load
consolidation and consumes more power than a balanced load
at less than 50%. Beyond 50% load, the efficiency strategies
attempt to consolidate work on as few units as possible, while
keeping the rest at 50%. On the socket level this means that
one socket is kept at 50% load, while the other increases
in load. Beyond the 75% load level, the first socket is fully
utilized and the efficiency strategy behaves identical to the
consolidation strategy, as it can now only increase load on
the remaining socket. At 60% load the strategy of keeping
a socket at maximum energy efficiency pays off, resulting
in greater efficiency than using pure balancing. Beginning at
the 70% global load level the socket level efficiency strategy
starts distributing load similarly (and then identically) to the
socket level consolidation strategy. Consequently, the energy
efficiency of these two strategies behaves the same.
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Fig. 10. Energy efficiency of load distribution strategies on Haswell dual-
socket system for LU.

On our dual-socket Haswell system, the efficiency load
distribution strategy saves up to 33 W (10.7% relative savings)
in comparison to the fully balanced strategy. Within the interval
between maximum energy efficiency (50%) and full load (both
exclusive) it allows for an average energy saving of 154 W
(5.8% relative savings). In conclusion, we recommend a mixed
load balancing strategy for a multi-socket Haswell system. We
recommend a fully balanced strategy up to the load level of
maximum energy efficiency. At greater loads our efficiency
strategy performs better and should be used instead.

E. No CPU Pinning

The OS features additional mechanisms, which can be used
once CPU pinning is disabled. Specifically, it is able to migrate
running threads from one core to another. This way the local
CPU utilization can be changed to a level, which is seemingly
independent of the actual thread loads, as threads can be
continuously relocated at run-time. We disable CPU pinning
to analyze the effect of this behavior on power consumption.

For the previous measurements using CPU affinity, most
observations were observable over all worklets and only varied
in their respective impact. Non-pinned distribution shows far
greater variability depending on the workload. Figure 11 shows
the energy efficiency of a few selected strategies using the
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Fig. 11.  Energy efficiency of load distribution strategies, including non-
pinning strategies, on Haswell dual-socket system for CryptoAES.

CryptoAES worklet. For this specific worklet, non-pinned
strategies cannot match the energy efficiency of the fully
balanced strategy using CPU pinning. There are still significant
differences in the energy efficiency of the different non-pinning
strategies, as thread migration does not cancel unevenly dis-
tributed load.
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Fig. 12.  Energy efficiency of load distribution strategies, including non-
pinning strategies, on Haswell dual-socket system for LU.

LU (see Figure 12) behaves completely different, as the
non-pinned balanced strategy performs with greater energy
efficiency than the pinned strategy at high loads. It even outper-
forms the efficiency strategy at 60% load. It does, however, not
perform as efficiently as the efficiency strategy at loads of 80%
and greater. For the other worklets, which were not evaluated
for the efficiency strategy, the non-pinned balanced strategy
performs equal to (SOR) or better (SSJ, XMLValidate) than
its pinned counterpart. The energy efficiency of pinned socket-
level consolidation at 90% load is always greatest, though.

F. Multi-Node Load Distribution

In contrast to hardware components within a system, sepa-
rate server nodes executing independent units of work without
any common external resources do not feature any contention.
As a result, we can evaluate the energy efficiency of multi-node
distribution strategies by simulating multi-node performance
and power from single system measurements. For each global
load level, we calculate the load that must be reached by any
single node within the cluster. We then read the measured

power and performance data for the given local load level and
compute cluster wide power and performance. Performance
variation is again negligible with an average CV of 0.2% over
all strategies.
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Fig. 13. Energy efficiency of load distribution strategies on two nodes using
the Haswell dual-socket system for LU. Unused nodes are turned off.
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Fig. 14. Energy efficiency of load distribution strategies on two nodes using
the Haswell dual-socket system for LU. Unused nodes remain in an idle state.

Figure 13 shows the energy efficiency of multi-node dis-
tribution strategies when unused systems are turned off. Fig-
ure 14, on the other hand, assumes that unused nodes remain
in an idle state. Most notably, node level load consolidation
only leads to maximum energy efficiency when unused nodes
are switched off. Even then it is only the best strategy at low
load up to 30 — 40%. In the 40% to 70% load range it is
less efficient than a number of strategies, including balancing
and efficiency strategies. At the highest load levels it shares
maximum efficiency with node level balancing in combination
with the socket level efficiency distribution. Load consolidation
loses its advantage at low loads once unused systems are left
idling. In that case it is only slightly more efficient than load
balancing and equally as efficient as the node-level efficiency
strategy at 20% load.



Figure 15 shows the power consumption of the multi-node
results, as measured on our two HP servers. These results
differ significantly from the previously simulated results. On
these systems load consolidation consumes more power than
balanced load at low load levels, whereas it saves power
at higher loads. We attribute most of this difference to the
Xeon E5-2699 v3 CPUs, which operate within the HP servers.
These CPUs have a lower frequency (2.3 GHz) in comparison
to the Xeon E5-2667 v3 CPU (3.2 GHz) yet feature 18
physical cores per socket in comparison to the 8 cores of
the Xeon E5-2667 v3. Another influencing factor for the
blade’s power consumption is the shared power infrastructure,
including shared PSUs.
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Fig. 15. Power consumption of load distribution strategies on two HP dual-
socket nodes for LU. Unused nodes remain in an idle state.

G. Conclusions

The measurement results using homogeneous workloads
show that our new efficiency load distribution strategy, applied
on the socket level, can reduce power consumption of servers
at high utilization. To a lesser degree, load consolidation on
the socket level can also improve energy efficiency at high
utilization. In contrast, a balanced load is the best choice
for low load levels and the CPU core level. Multi-node
systems benefit from load consolidation at low loads as unused
systems can enter power saving states or shut down. We also
demonstrate that CPU-pinned strategies perform equally or
better than their non-pinned counterparts.

VI. ENERGY EFFICIENCY FOR HETEROGENEOUS
WORKLOADS

We evaluate the energy efficiency of concurrently executing
independent workloads using the previously introduced distri-
bution strategies. In addition, we allow the specific worklets
to be pinned to logical processors on given cores. As each
core on our SUTs features two logical processors, worklets
can be either deployed on a core with a worklet of a different
type already running on it (mixed) or it can be deployed
on a core with another instance of the same worklet running
concurrently (clean). For our experiments, we use the SOR and
CryptoAES worklets, as they are sufficiently heterogeneous
featuring different performance and energy bottlenecks [25].

Figure 16 shows the energy efficiency for the different dis-
tribution strategies on the single-socket Haswell based system.
Performance impact of the distribution strategies is very small
again, with an average CV of 0.1% for each load level over
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Fig. 16. Energy efficiency of heterogeneous load distribution strategies on
Haswell single-socket system.

the different strategies, including mixed and clean strategies.
Power consumption is influenced, however, resulting in dif-
ferent efficiency for the strategies. For the balanced strategy,
mixing worklets onto the same core has a positive effect
on efficiency, as hyperthreading distributes used and unused
execution units in a more efficient manner. Heterogeneous
workloads offer more options for efficient hyperthreading as
heterogeneous workloads tend to use less of the same execution
units, enabling concurrent hardware multi-threading on the
same core. Heterogeneous load distribution on the dual-socket
system (see Figure 17) confirms observations from the single-
socket result. Mixed execution of worklets remains more en-
ergy efficient for the balanced strategy. Additionally, balanced
load distribution is still less energy efficient than consolidated
loads at high utilization, as it was for homogeneous workloads.
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Fig. 17. Energy efficiency of heterogeneous load distribution strategies on
Haswell dual-socket system.

Concluding, the observations made for homogeneous work-
loads remain valid for heterogeneous workloads. In addition,
energy efficiency can be improved by deploying different
workload types onto the same core.

VII. CONCLUSIONS

This paper demonstrates the impact of hierarchical load
distribution on the energy efficiency of both homogeneous
and heterogeneous workloads. We evaluate load distribution
on four levels of the computational hierarchy (servers, sockets,
CPU cores, and SMT units). For each of those levels one



of three basic strategies is selected, creating a hierarchical
strategy composition. The three basic strategies are: load
balancing, load consolidation, and an energy-efficient con-
solidation strategy, introduced in this paper. We show that
a strategy composition using our new efficient distribution
can save up to 10.7% power, depending on load level and
workload.

The observations in this paper enable the creation of new
load balancers on both the application and operating system
levels. These balancers would be capable of maximizing
energy efficiency by dynamically selecting appropriate load
distribution strategies based on hardware, workload, and load
level.
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